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Legal and Ethical Issues Related to the Use

of Artifi cial Intelligence in the Field of Justice1

Abstract: Th e rapid development of artifi cial intelligence (AI) has created many opportunities in va-

rious areas of human life, such as facilitating healthcare and education, improving production proces-

ses and creating labour effi  ciencies, or enabling human connections through social media, to name a 

few. Even though AI technology can be of excellent service to humanity, it also risks embedding biases 

which result in discrimination and inequality, as well as violations of human rights and fundamental 

freedoms, which, not surprisingly, raise numerous legal and ethical concerns. Given these issues, this 

paper endeavours to provide some insights into the application of artifi cial intelligence in the judiciary 

and to answer some questions which might be posed in this context: Are AI algorithms capable of simu-

lating judicial decision-making? Can legal and ethical standards characteristic of the judicial function be 

maintained when AI tools are employed in the fi eld of justice? Th e main highlights of the paper refer to 

the shaping of the legal framework in the AI area, compliance with ethical guidelines and recommenda-

tions, and risks and biases created and embedded by AI algorithms, as well as the issue of transparency 

towards both parties and the public, and in the area of AI algorithmic reasoning and methods. Th e paper 

concludes with some examples of national case law from courts’ decisions on AI from fi ve EU Member 

States, which provide specifi c case background for the issue in question.
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Introduction

1 Th e article is fi nancially supported by the Polish Minister of Science under the ‘Regional Initiative 

of Excellence’ (RID) programme.
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Defi ning AI is diffi  cult due to the complexity of the issue. While numerous schol-

ars have endeavoured to defi ne the concept, others have cast doubt on whether it is 

possible to do so at all due to the rapid changes which aff ect this area.  A full discus-

sion of the notion of AI lies beyond the scope of this study; however, two defi nitions 

are worth mentioning. John McCarthy, considered the inventor of AI, and his collab-

orators describe AI in their study ‘A proposal for the Dartmouth summer research 

project on artifi cial intelligence’ as ‘allowing a machine to behave in such a way that 

it would be called intelligent if a human being behaved in such a way’ (2016, p.1). As 

Reiling highlights in this context, ‘it is important to establish, defi ning human intel-

ligence as the measure of what AI does’ (2020). Intelligence as such can be ‘the ability 

to reason abstractly, logically and consistently, discover, lay and see through correla-

tions, solve problems, discover rules in seemingly disordered material with existing 

knowledge, solve new tasks, adapt fl exibly to new situations, and learn independently, 

without the need for direct and complete instruction’ (Reiling, 2020). For this paper, 

I will adopt the defi nition proposed by UNESCO’s Recommendation on the Ethics of 

Artifi cial Intelligence, which suggests a dynamic understanding of AI; it interprets AI 

broadly as a system with the ability to process data in a way that resembles intelligent 

behaviour. Th is defi nition is fairly general, but this is an advantage, as the rapid pace 

of technological advancement would quickly make any fi xed and narrow defi nition 

outdated and hence make adopted policies unfeasible.

To understand the way AI works, it is important to realise that this sophisticated 

soft ware, which is programmed to automate routine, generally involves Machine 

Learning (ML), i.e. a subset of AI which focuses on enabling machines to ‘learn’ how 

to perform certain tasks and improve with human direction and feedback. In turn, as 

Heshmaty (2022) explains, it uses Natural Language Processing (NLP) soft ware that 

can understand written and spoken commands from people who may not have any 

computer programming knowledge, and this combination of AI, ML and NLP en-

ables people who do not understand computer codes to interact with and train the 

soft ware to assist them in their study, work or hobbies.

As was mentioned above, AI has evolved greatly; it is everywhere and aff ects 

everyone, and not surprisingly its relevance to and impact on the justice system have 

become particularly signifi cant. Th e literature on this subject is not yet particularly 

extensive, but it is growing rapidly, along with the abundance and variety of research 

problems. Th ey cover such issues as the impact of AI on ethics, human rights, democ-

racy and the rule of law (Franguloiu, 2023; Guitton et al., 2025; John et al., 2023; Jos-

ten, 2023; Moore et al., 2025; Muller, 2020), the role of AI in the judiciary (Cabrera 

et al., 2024; Kuo, 2024; Yu, 2022), the application of AI in the criminal justice system 

(Jadhav et al., 2020; Shi, 2022; Simmons, 2018; Stănilă, 2020; Watamura et al., 2025) 

or judges’ perception of AI as well as judges using AI in their decision-making pro-

cess (Fine et al., 2025; Yalcin et al., 2023). Th e importance of AI is also refl ected in 
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numerous initiatives and actions taken, as well as the laws adopted in recent years to 

regulate the issue, which will be presented in detail in the following section.

1. Shaping the legal framework for AI

On 16 December 2024 the Council of the European Union (Justice and Home 

Aff airs) approved a set of conclusions on the use of artifi cial intelligence in the fi eld of 

justice, which include the most signifi cant documents in the area:

 – Regulation (EU) 2024/1689 of the European Parliament and of the Council of 

13 June 2024 Laying Down Harmonised Rules on Artifi cial Intelligence (the 

AI Act) is the fi rst comprehensive legislative instrument in the world to regu-

late AI. It classifi es AI systems for certain applications in the fi elds of justice, 

law enforcement and alternative dispute resolution as high risk, and subjects 

them to a set of requirements, such as conformity assessment procedures and 

controls, with a view to ensuring a high level of trustworthiness. Th e main 

priority was to make sure that AI systems used in the EU are transparent, 

safe, traceable, non-discriminatory and environmentally friendly;

 – A number of conclusions by the Council of the European Union which ad-

dress the issue of digitalisation, i.e.:

 – the Council Conclusions of 9 June 2020 on shaping Europe’s digital fu-

ture, which drew attention to the challenges created by increased digi-

talisation in the European economy and society, including by AI;

 – the Council Conclusions of 13 October 2020 on digitalisation on ‘Access 

to justice – seizing the opportunities of digitalisation’, which stressed the 

importance of the digital transition in increasing the eff ectiveness and 

effi  ciency of justice systems;

 – the Council Conclusions of 20 October 2023 on digital empowerment 

to protect and enforce fundamental rights in the digital age, which con-

cern the digital empowerment of individuals and sectors that are key 

for the defence of fundamental rights, such as justice, as well as the con-

struction of a safe digital environment where fundamental rights are 

properly protected;

 – the Council Conclusions of 5 March 2024 on the application of the EU 

Charter of Fundamental Rights, which promote trust through eff ective 

legal protection and access to justice, including by ‘seizing the opportu-

nities of digitalisation’.

Th e conclusions also enumerate several other documents adopted by numerous 

international organisations which might constitute signifi cant input in shaping the 

legal framework for the application of AI in the judiciary. Th ose that address ethics, 
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bias, discrimination or protection of human rights, democracy and the rule of law are 

particularly worth mentioning:

 – the European Commission for the Effi  ciency of Justice (CEPEJ) of the Coun-

cil of Europe’s European Ethical Charter on the use of artifi cial intelligence 

in judicial systems and their environment, alongside related guidelines by 

CEPEJ on the use of AI in the judiciary;

 – the UN Human Rights Council Resolution of 10 July 2024 on the promotion 

and protection of all human rights and civil, political, economic, social and 

cultural rights, including the right to development, especially its provisions 

on the independence and impartiality of the judiciary, jurors and assessors, 

and the independence of lawyers;

 – the Council of Europe framework convention on artifi cial intelligence and hu-

man rights, democracy and the rule of law, opened for signatures on 5 Sep-

tember 2024, which aims to ensure that the activities within the lifecycle of AI 

systems are fully consistent with the protection of human rights, democracy 

and the rule of law, while being conducive to technological progress and inno-

vation; it has also been emphasized that this fi rst internationally binding treaty 

on AI aims to fi ll any legal gaps that may result from rapid technological ad-

vances, however it does not aim to regulate technology to stand the test of time;

 – the reports prepared by the European Union Agency for Fundamental Rights, 

such as ‘Getting the future right: Artifi cial intelligence and fundamental 

rights’ and ‘Bias in algorithms: Artifi cial intelligence and discrimination’.

Artifi cial intelligence was and still is a challenge not only for legislatures but also 

for the judiciary. Undoubtedly, AI can strengthen access to justice and make judicial 

administration more effi  cient; however, it needs to be governed with care, especially 

in areas such as transparency, human rights or ethical concerns like bias, discrim-

ination and privacy. In that vein, the role of the judiciary cannot be overestimated. 

However, for most judiciaries, AI is a new concept too, thus guidelines are strongly 

desired. According to the UNESCO (2024) Global Judges’ Initiative, a survey on the 

use of AI systems by judicial operators, 44% of respondent judges use ChatGPT and 

other AI tools for work purposes. However, only 9% of them receive training or have 

institutional guidelines at work. In response to this need, some countries, such as 

Brazil (2020), Canada (2023), New Zealand (2023) and the United Kingdom (2023), 

have already issued guidelines for the use of generative artifi cial intelligence in courts 

and tribunals. It is worth mentioning UNESCO’s initiatives in more detail here, as 

they approach the problem in a more comprehensive way.

On the basis of the Recommendation on the Ethics of Artifi cial Intelligence 

adopted in 2021 by 193 UNESCO Member States, the programme called Artifi cial 

Intelligence and the Rule of Law was launched in 2022, which aimed to engage stake-

holders within justice systems in a global discussion on the applications of artifi cial 
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intelligence and its impact on the rule of law. One of the practical outcomes is the 

Global Toolkit on AI and the Rule of Law for the Judiciary, which is intended as a cur-

riculum to serve national judicial training institutions, universities and other legal 

education organisations off ering training. Moreover, a Global Network of Experts on 

AI and the Rule of Law was established within the programme, an interdisciplinary 

group of experts (both academics and practitioners) which provides technical assis-

tance and training to judiciaries worldwide, hence supporting the responsible adop-

tion and governance of AI technologies.

In addition, in response to the aforementioned survey, respondents strongly sup-

ported mandatory regulations and training on AI use in judicial activities, with 92% 

calling for such measures. UNESCO has thus started to develop guidelines for the 

use of AI systems in courts and tribunals, based on the UNESCO Recommendation. 

Th ese guidelines are to provide guidance both for the organisations of the judiciary 

and for individuals, to make sure that AI technologies are adopted in alignment with 

justice, human rights and the rule of law. A special emphasis is put on the protection 

of human rights, especially in the context of personal data protection, proportional-

ity, non-discrimination, accountability and legality. It is highlighted that courts and 

tribunals exploiting AI for their work are strongly recommended to use the principle 

of proportionality and necessity, together with algorithmic impact assessment tools. 

Th ey are recommended to disclose key information about the AI systems used by the 

judiciary, i.e. what AI systems are adopted, how they operate and how they are used. 

In addition, the guidelines demonstrate the need for establishing internal procedures 

as regards access to the appropriate training, risk management systems or cybersecu-

rity measures. Individuals (i.e. judges, prosecutors, judicial offi  cers and judicial sup-

port staff ), on the other hand, are advised to use tools that are tested and approved, 

to always verify outputs and to disclose the use of GenAI systems for draft ing rulings, 

opinions and other documents that may bear legal consequences. It has also been 

emphasised that they should avoid overreliance on AI tools while making substantive 

decisions.

2. Challenges of the use of artifi cial intelligence in the fi eld of justice 

in the light of legal and ethical standards

Th e development of artifi cial intelligence raises novel issues and profound con-

cerns for which current legal systems are only partially prepared. Th ese include ques-

tions of rights, freedoms and ethics. Some questions might be posed here: To what 

extent can AI tools assist the judiciary in the administration of justice? Are AI al-

gorithms capable of simulating judicial decision-making? Can the legal and ethical 

standards inherent in the judicial function be maintained when AI tools are exploited 



182

Halina Sierocka

Bialystok Legal Studies 2025 vol. 30 no. 4
Białostockie Studia Prawnicze

in the process? Th e questions arise from the potential AI systems have to reinforce 

bias and put human rights at risk.

Th e awareness of EU lawmakers that the use of AI systems might have a detri-

mental impact on people’s health, safety and fundamental freedoms and rights re-

sulted in the risk-based AI classifi cation system in the AI Act. Th e AI systems that 

can be exploited in various applications are analysed and classifi ed according to the 

risk they pose to users. Th e Act introduces diff erent provisions for diff erent risk lev-

els, thus providing AI compliance requirements. Th e classifi cation system identifi es 

four diff erent risk categories: unacceptable risk, high risk, transparency risk and min-

imal to no risk. Th e fi rst group includes AI tools which are banned and refers to:

 – the cognitive behavioural manipulation of people or specifi c vulnerable 

groups, i.e. voice-activated toys that incite dangerous behaviour in children;

 – social-scoring AI, i.e. classifying people based on behaviour, socioeconomic 

status or personal characteristics;

 – the biometric identifi cation and categorisation of people;

 – real-time and remote biometric identifi cation systems, such as facial recogni-

tion in public spaces.

However, for law enforcement purposes and to prosecute serious crimes, the Act 

provides for some exceptions as regards real-time and remote biometric identifi ca-

tion systems.

Th e category of ‘high-risk’ AI systems concerns tools that might aff ect safety and 

fundamental rights. Th ey include:

 – AI systems that are used in products falling under the EU’s product safety 

legislation, such as toys, aviation, cars, medical devices and lift s;

 – AI systems that fall into specifi c areas that require registration in EU data-

bases, i.e. the management and operation of critical infrastructure, educa-

tion and vocational training, employment, worker management and access to 

self-employment, access to and enjoyment of essential private services, public 

services and benefi ts, law enforcement, migration, asylum and border-con-

trol management, assistance in legal interpretation and application of the law.

Moreover, all high-risk AI tools will be subject to assessment both before them 

being made available on the market and throughout their life cycle. Th e Act also pro-

vides for the possibility to fi le a complaint about AI systems to respective national 

authorities.

Transparent-risk AI systems (generative AI), like ChatGPT, are not classifi ed as 

high risk but will have to comply with transparency requirements and EU law. Th is 

means informing users that the content was generated by AI, designing the model to 

prevent it from generating illegal content and publishing summaries of copyrighted 

data used for training, as well as labelling content that is either generated or modifi ed 

with the help of AI, like images, audio or video fi les (e.g. deepfakes), as AI-generated.
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As mentioned before, AI technology can be of great service to humanity, but 

without ethical standards it risks embedding biases that result in discrimination and 

inequality, as well as violations of human rights and fundamental freedoms. Recog-

nising the importance of this problem, more than 25 international institutions have 

addressed the issue of ethical standards for the application of AI systems in court 

practice. As their content overlaps, and due to practical constraints, only two main 

instruments will be described here in more detail.

In 2018 the European Commission for the Effi  ciency of Justice (CEPEJ) of the 

Council of Europe, adopted the fi rst European text setting out ethical principles re-

lating to the use of artifi cial intelligence in judicial systems. Th e main highlights are:

 – ensuring that the design and implementation of artifi cial intelligence tools 

and services are compatible with fundamental rights (Principle of respect of 

fundamental rights);

 – preventing the development or intensifi cation of any discrimination between 

individuals or groups of individuals (Principle of non-discrimination);

 – using certifi ed sources and intangible data with models conceived in a mul-

ti-disciplinary manner, in a secure technological environment (Principle of 

quality and security: with regard to the processing of judicial decisions and 

data);

 – making data processing methods accessible and understandable, authorising 

external audits (Principle of transparency, impartiality and fairness);

 – precluding a prescriptive approach and ensuring that users are informed ac-

tors and in control of their choices (Principle ‘under user control’).

Another document worth mentioning is UNESCO’s Recommendation on Eth-

ics and Artifi cial Intelligence, adopted in 2021. Th is comprehensive instrument makes 

a strong call to governments around the world to establish the necessary institutional 

and legal frameworks to ensure ethical standards for AI technologies, in full respect of 

international law and in particular human rights law. Th e protection of human rights 

and dignity is the cornerstone of the Recommendation, which is refl ected in a human 

rights-centred approach to the ethics of AI. Th e document introduces ten principles:

1) Proportionality and do no harm – AI systems cannot be used beyond what is 

necessary to achieve a legitimate aim, and the risk should be assessed to pre-

vent harms which may result from such uses;

2) Safety and security – AI actors, i.e. anybody involved in any stage of the AI life 

cycle (from research through development and use to disassembly and termi-

nation), should avoid unwanted harm and the danger of attack;

3) Right to privacy and data protection – privacy must be protected and pro-

moted through the AI life cycle;

4) Multi-stakeholder and adaptive governance and collaboration;
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5) Responsibility and accountability – AI tools should be auditable and traceable, 

i.e. there should be oversight, impact assessment, audits and due diligence 

mechanisms to avoid violations of human rights norms; for example, if when 

someone applies for a loan, the bank uses AI to make an automated assess-

ment of their fi nances, and if the decision is taken without human oversight 

and accountability, the consequences might be signifi cant – the system may 

make a mistake, and there is nobody who can take responsibility for the deci-

sion, hence appeals are in fact not possible.

6) Transparency and explainability – the ethical implementation of AI tools 

should be based on their transparency and explainability, which means that 

people should be aware that the decision is taken by AI and that the logic be-

hind the algorithmic decision-making can be fully interpreted by experts and 

be explained to users in accessible language. Th e term ‘black box’ has been 

used to describe AI systems that are opaque and hard to interpret.

7) Sustainability;

8) Human oversight and determination – AI systems should not displace ulti-

mate human responsibility and accountability;

9) Awareness and literacy;

10) Fairness and non-discrimination – social justice, fairness and non-discrimi-

nation should be promoted, while taking an inclusive approach to ensure AI’s 

benefi ts are accessible to all.

It is worth mentioning that apart from values and principles which are crucial to 

establishing a basis for any ethical AI framework, the Recommendation also sets out 

key areas for policy actions where ethics play an important role. Th ey include eth-

ical impact assessments, ethical governance and stewardship, gender equality, data 

policy, development and international cooperation, education and research, culture, 

labour markets, the environment and ecosystems, communication and information, 

health and social being, and the economy. Overall, all the documents refer to the fi ve 

key aspects of ethical standards for the use of AI in the judiciary: AI under user con-

trol, respect for fundamental rights, equal treatment, data security and transparency.

An important aspect highlighted by some researchers (e.g. Reiling, 2020) and law-

makers / institutions (e.g. the CEPEJ principle) is to have AI under user control, which 

means that the algorithm may not be used as a prescription, i.e. the AI system cannot 

prescribe anything and cannot decide by itself. Users must know and understand what 

the AI does and must be in control of the decisions they make, meaning that they must 

be able to ‘deviate from the outcome of the algorithm without diffi  culty’ (Reiling, 2020). 

In her article, Reiling provides a striking example of what can happen when an AI sys-

tem is relied on blindly. In the UK, a piece of IT determines the fi nancial capacity of 

(ex-)spouses in maintenance proceedings; the parties fi ll in a form and the AI tool cal-
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culates their capacity. As a result of a small, unnoticed mistake, calculations were made 

wrongly in 3,638 cases (between April 2011 and January 2012, and between April 2014 

and December 2015). Th e assets taken into account were too high, as, instead of being 

deducted, debts had been added. In the pending cases, this could be and was corrected, 

but more than 2,200 wrong decisions were issued.

Th e human oversight of AI-created output is of paramount importance when the 

AI technology is exploited in the judicial decision-making process. Within this con-

text, so-called predictive justice tools (the AI tools used for the assessment and predic-

tion of possible litigation outcomes) raise serious ethical concerns, which are refl ected 

in numerous provisions. To quote just one of these, Article 22(1) of the General Data 

Protection Regulation 2016/679 (GDPR) states that: ‘Th e data subject shall have the 

right not to be subject to a decision based solely on automated processing, including 

profi ling, which produces legal eff ects concerning him or her or similarly signifi cantly 

aff ects him or her.’ Predictive tools are attracting a lot of attention because they claim 

to be able to reduce the risk of an unpredictable litigation outcome. Th e more complex 

a case becomes with additional information and circumstances, and the more the risk 

increases, the more desirable the AI tool becomes. According to a report by the Euro-

pean Commission for the Effi  ciency of Justice, predictive justice tools are more popular 

in the United States than in the EU; however, as they are off ered commercially (and the 

owners/creators are reluctant to share their business secrets), not much is known about 

how they operate. Below are some examples of predictive justice tools introduced to the 

judiciary, along with the risks they may pose.

Lex Machina and Solomonic are two commercial products that use AI to fi lter 

thousands of court judgments available online to help lawyers predict the outcome 

of cases by analysing vast collections of historical judgments, looking at the facts of 

each specifi c case and the decisions made by the judge. As the creators claim, the AI 

system can reduce the likelihood of wasting time and money on going to trial where 

a case is unlikely to succeed, can help lawyers decide on the best settlement and can 

generally reduce risk when developing litigation strategies. Nevertheless, AI systems 

are not able to explain exactly why certain litigation strategies are more successful 

than others. It is oft en seen as (de)coding justice, i.e. translating law into code with-

out considering unpredicted circumstances or re-examination in the light of social 

change. Interestingly enough, both systems are known to be misused by legal profes-

sionals and are forbidden in some countries (for example in France).

Across the world, judges, prosecutors and court staff  are increasingly exploit-

ing various risk-assessment algorithms to assess a criminal defendant’s likelihood of 

becoming a recidivist. Th e tools furnish judges with information on pre-trial bail, 

sentencing and parole, suggesting who can be released at each stage of the criminal 

proceedings. One of the most commonly exploited pieces of risk-assessment soft ware 

in the US, developed especially for courts, is the Correctional Off ender Management 

Profi ling for Alternative Sanctions (COMPAS). On the basis of 137 questions an-
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swered by the off ender during interview and on the information obtained from their 

criminal history, and taking into account criminological factors such as socioeco-

nomic status, family background and employment, etc., the algorithm provides a re-

port on a calculated risk score (1 to 10), categorising the off ender as at high, medium 

or low risk of re-off ending. In Eric Loomis’s case, the Wisconsin Supreme Court high-

lighted the need for cautious use of COMPAS, particularly arguing that ‘studies have 

raised questions about whether COMPAS scores disproportionately classify minority 

off enders as having a higher risk of recidivism’ (Papp et al., 2022).

Another interesting example, described by Kravetz (2014), refers to a ma-

chine-learning application developed by a group of American academics chaired by 

Josh Blackman, a South Texas College of Law scholar, which claims to be able to predict, 

with 70% accuracy, whether the US Supreme Court (SCOTUS) will uphold or reverse 

the lower-court decision before it. Th e AI tool is even more accurate when it comes to 

the voting behaviour of individual judges (71.9%). Blackman went even further, won-

dering whether humans are more accurate than an algorithm, and created Fantasy-

SCOTUS, a Supreme Court ‘Fantasy League’ where attorneys, law students and other 

Supreme Court followers make predictions about cases before the Supreme Court. In-

terestingly enough, some FantasySCOTUS participants hit a 75% accuracy level.

Aletras et al. (2016) present in detail another AI application which claims to be 

capable of predicting the decisions of the European Court of Human Rights (ECHR) 

with even 79% accuracy. Th is AI system exploits NLP and ML to forecast whether or 

not in a particular case the ECHR will adjudicate on the violation of a particular pro-

vision of the European Convention on Human Rights. Th e scholars observed that the 

most important part of ‘obtaining on average the strongest predictive performance 

of the Court’s decision outcome’ is the information on the factual background of the 

case as it is formulated by the Court in the respective part of its judgment. Th e AI 

system recognises the patterns in a text document and can thus quickly identify in 

which direction a judgment could go. It is important to remark here that the study 

was not free from some limitations, like data access issues: the tool only used the 

data obtained from earlier HUDOC judgments, which are easily and freely available. 

Other kinds of data (such as the texts of individual applications, briefs submitted by 

parties, domestic judgments or inadmissible requests) were not included in the study 

due to limited or no access.

Another serious concern in terms of the ethical use of AI systems relates to pre-

serving equal treatment and avoiding discrimination between individuals or groups 

of individuals. In fact, we can claim that AI systems may reinforce salient inequalities 

embedded in structures of prevailing patterns of social behaviour under the cover of 

impersonal impartiality and rational objectivity. Th e next example shows that bias 

and discrimination between individuals and groups are a real risk, and errors the AI 

makes concern one social group more frequently than another, particularly in areas 

such as asylum, social protection benefi ts, family disputes and sanctioning. Th e study 
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in question was conducted in 2016 by ProPublica, a non-profi t investigative journal-

ism organisation, which assessed COMPAS, mentioned above, to reveal the underly-

ing accuracy of their recidivism algorithm and to examine whether the algorithm was 

biased against certain groups of individuals (Larson et al., 2016). Th e study looked at 

more than 10,000 criminal defendants in Broward County, Florida, and compared 

their predicted recidivism rates with the rate that occurred over two years. Most de-

fendants fi lled in a COMPAS questionnaire when booked into jail; their answers fed 

into the COMPAS soft ware to generate several scores, including predictions of ‘Risk 

of Recidivism’ and ‘Risk of Violent Recidivism’. Th e study showed that COMPAS cor-

rectly predicted recidivism 61% of the time, but revealed that black defendants were 

far more likely than white ones to be incorrectly judged to be at a higher risk of re-

cidivism, while white defendants were more likely than black ones to be incorrectly 

fl agged as low risk.

Source: Larson et al., 2016

Th e analysis also indicated that even when controlling for prior crimes, future 

recidivism, age and gender, black defendants were 45% more likely to be assigned 

higher risk scores than white ones. As regards violent recidivism, it also showed 

that even when controlling for prior crimes, future recidivism, age and gender, 

black defendants were 77% more likely to be assigned higher risk scores than white 

defendants.

In a society governed by the rule of law, the use of judicial power must be trans-

parent; judges justify their power by providing reasoning for their decisions. Th e 

transparency and interpretability of algorithms are low; although most power-

ful Large Language Model tools operate through multi-dimensional computational 

space with trillions of computations, their transparency and interpretability are low 

and in fact lead to paradoxes like the ‘opacity paradox’ (the more eff ective an AI tool 

is, the less transparent and understandable it is to human comprehension) or the 

‘hallucination paradox’ (the more extensive the input data is, the less detectable fake 

output data is), with little or no guarantee that false correlations are excluded. Th e in-

ability to explain the reasoning through which an algorithm has reached its output in 

the form of the verdict, i.e. which facts were given relevance, what evidence was de-

liberated on and weighted, how relevant legal provisions were prioritised, etc., raises 
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fair trial concerns, and hence the violation of the fundamental human right that is the 

right to a fair trial.

Apart from the legal and ethical concerns described above, it needs to be high-

lighted that AI tools lack reasoning; they neither think nor provide the meaning of 

the legal texts, and they do not assess the facts and search for the truth – they com-

pute, i.e. calculate, probability and determine correlations and patterns between lexi-

cal groups composing judicial decisions, hence de facto reducing reasoning to syntax 

and pure form. Judges do not compute. Th ey employ all means of human reasoning 

(mastery of law, formal logic and procedure, human intuition, emotional intelligence, 

common sense, life experience, etc.) to reach a decision in an individual case that best 

achieves the purposes of the applicable law, in conformity with fundamental values of 

the legal order such as fairness, common sense or equality.

3. National case law on decisions on AI

National case law on artifi cial intelligence is not yet particularly elaborate. Th ere-

fore in the context of this study, it is worth presenting those cases that refer to ethical 

standards relating to the use of artifi cial intelligence, especially with regard to fun-

damental rights, the protection of personal data or access to information about data.

3.1. Fundamental rights: Th e automatic analysis and use of data

In its judgment of 19 February 2023, the Federal Constitutional Court (Bun-

desverfassungsgericht) of Germany held that two statutory provisions of the Länder of 

Hesse and Hamburg are unconstitutional. Th e provisions in question (§25a(1) (fi rst 

alternative) of the Security and Public Order Act for Hesse (Hessisches Gesetz über die 

öff entliche Sicherheit und Ordnung) and §49(1) (fi rst alternative) of the Act on Data 

Processing by the Police for Hamburg (Hamburgisches Gesetz über die Datenverarbe-

itung der Polizei)) authorise the police to process stored personal data either through 

automated data analysis or automated data interpretation for the prevention of crimi-

nal acts. Th e Court held that in the absence of a suffi  cient limit on intervention, these 

provisions violate the general right of personality (Article 2(1) in conjunction with 

Article 1(1) of the Basic Law (Grundgesetz)) in its manifestation, i.e. as the right to in-

formational self-determination. It was underlined that due to the particularly broad 

wording of the powers, in terms of both the data and the methods concerned, there is 

a particularly high degree of interference. Th e method of automated analysis or use is 

therefore all the more intrusive (it is possible to obtain a wide-ranging and thorough 

knowledge of data subjects), the risks of errors and discrimination are high and it is 

diffi  cult to trace the generation of results, therefore there is identifi able danger. Th e 

Court decided that §25a(1) (fi rst alternative) of the Hessian Security and Public Or-

der Act continues to apply, subject to some restrictions whereas §49(1) (fi rst alterna-

tive) of Hamburg’s Act on Data Processing by the Police was declared null and void.
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3.2. Protection of personal data: Th e use of algorithms by the Public 

Employment Service in Austria

Th e Austrian Supreme Administrative Court (Verwaltungsgerichtshof) examined 

a case concerning an algorithm used by the Austrian Public Employment Service to 

assess jobseekers’ labour market opportunities; the AI automatically calculates the 

probability of applicants being employed within a specifi c period. In its judgment, 

the Court classed the algorithm (i.e. the calculation of the chances of candidates on 

the labour market) as profi ling under Article 4(4) of the General Data Protection 

Regulation (GDPR). In its judgment of 21 December 2023, the Court held that an al-

gorithm determining the likelihood of job applicants being hired is prohibited auto-

mated decision-making under Article 22 GDPR, even if the result is used exclusively 

by a public body to provide jobseekers with targeted employment counselling. How-

ever, the Court stated that this issue could not be conclusively examined, as the fi rst 

instance administrative court had not given suffi  cient fi ndings on the precise use of 

the AI by the Austrian Employment Service, particularly as regards the procedures 

and/or other parameters used in the process; it was therefore referred back to the fi rst 

instance administrative court.

3.3. Data protection: Freedom of opinion and elections

When the Spanish Constitutional Court dealt with the issue of the use of artifi -

cial intelligence algorithms in electoral processes, it referred to Article 58(b)(1) of the 

Organic Law on the General Electoral Regime (LOREG), which allows political par-

ties to collect personal data on political opinions as part of their activities. In its judg-

ment of 22 May 2019, (No 76/2019) the Court declared the aforementioned provision 

unconstitutional as it could enable political parties to manipulate unaware voters us-

ing tailored propaganda that is automatically elaborated based on their profi les. Th e 

Court pointed out in its reasoning that the purpose of data processing stated under 

Article 58(bis) of the LOREG is quite vague (only a generic public interest is men-

tioned), making a constitutionality check on restrictions to the fundamental right to 

personal data protection impossible. Moreover, the provision does not provide for 

clear rules on the conditions of data processing and its limitations. Th is lack of preci-

sion was found to be a violation of legal certainty and of the core of the fundamental 

right in question. In that light the Court concluded that there are no adequate and 

precise guarantees to protect the aforementioned right, hence the law does not meet 

the requirements of certainty and predictability which are indispensable to guarantee 

the fundamental right to personal data protection. Consequently, the Spanish Con-

stitutional Court held that the provision in question violated Articles 18(4) and 53(1) 

of the Spanish Constitution.

3.4. Automated decisions: Th e right of access to information
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Th e Amsterdam Court of Appeal dealt with the case of taxi drivers whose collab-

oration with Uber Driver was terminated (and consequently their smartphone appli-

cation deactivated) using an ‘automated decision’. Th e Uber Driver company claimed 

in that automated decision that the drivers had failed to fulfi l their contractual obli-

gations by committing fraud. Aft er analysing the character of the contested decisions, 

the Court of Appeal, in its judgment of 4 April 2023, held that Uber Driver, in accord-

ance with Article 15(1)(h) of the General Data Protection Regulation, was under the 

obligation to give the drivers access to information on the existence of the automated 

decision so that they could defend their rights, as the decisions, along with the allega-

tions of fraud included therein, might have a signifi cant impact on their lives (i.e. lost 

investments and/or taxi licences). Moreover, the Court highlighted that the decisions 

were formulated in very general terms, and although Uber Driver claimed that its 

staff  assessed the reported frauds, it failed to prove that there had been human inter-

vention in the process, as the reviews were rather symbolic.

3.5. Th e protection of personal data: Th e use of smart video surveillance

On 19 May 2023, France enacted the legal framework for the 2024 Olympic and 

Paralympic Games (Law no. 2023–380), which includes provisions concerning dif-

ferent areas of the Games. One of the most signifi cant provisions of this law refers 

to the implementation of enhanced security measures for the 2024 Olympic Games 

to prevent breaches of public order. Article 10 authorises the enforcement author-

ities to use intelligent video surveillance facilitated by artifi cial intelligence, which 

through ‘augmented cameras’ might detect ‘predefi ned events’ like suspicious behav-

iour, abandoned bags or crowd movements in real time. Moreover, images collected 

by authorised video protection systems may be subject to algorithmic processing. It 

is noteworthy to mention that limitations on the treatment of collected data were ex-

plicitly outlined in Article 10, i.e. the use of biometric identifi cation systems, the pro-

cessing of biometric data and the implementation of facial recognition techniques 

were prohibited. Interestingly enough, the aforementioned provision was considered 

by the French Constitutional Council (Conseil Constitutionnel), which in its deci-

sion of 17 May 2023 (No. 2023–850 DC 1217) declared that Article 10 of the Olympic 

and Paralympic Games Act 2024 is compatible with the Constitution. In its unprec-

edented decision, the Council held that to prevent breaches of public order, which 

is the constitutional objective, the algorithmic processing of images collected using 

a video surveillance system or cameras installed on aircraft  is legal and valid. It was 

pointed out that such processing, along with a systematic and automated analysis of 

the collected images, considerably increases the quantity and precision of the infor-

mation that can be extracted from them; therefore the implementation of such mon-

itoring systems must be accompanied by specifi c guarantees to safeguard the right to 

respect for private life.
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Conclusions

It can be stated without a doubt that the rapid development of AI has created 

many opportunities in almost every aspect of human life, including in the fi eld of 

justice. As many scholars emphasise (Cabrera, 2024; Guitton et al., 2025; Simmons, 

2018; Watamura et al., 2025; Yu, 2022), AI tools can facilitate court management and 

assist judges in offi  ce work, in the courtroom and in the judicial decision-making 

process, hence allowing them to focus on more complex legal reasoning. For exam-

ple, in Taiwan, artifi cial intelligence is exploited to recognise Mandarin in court pro-

ceedings, to automatically identify factors which aff ect the degree of penalty (hence 

ensuring that sentences imposed comply with the principles of proportionality and 

equality), to analyse electronic documentation and allocate it to departments, or to 

provide citizens with instant answers to questions about the judicial system or court 

proceedings by means of intelligent customer service chatbots (Kuo, 2024).

Nevertheless, these rapid changes also raise serious legal and ethical concerns, 

among both authorities and the public, with respect to compliance with current reg-

ulations, standards and ethical guidelines (Fine et al., 2025; Franguloiu, 2023; John et 

al., 2023), the necessity of human oversight of AI-created output (Fine et al., 2025; Mc-

Cown Jones, 2025) and risks and biases created and embedded in AI algorithms (An-

gwin et al., 2016; Josten, 2023; McCown Jones, 2025; Moore et al., 2023), as well as its 

transparency or lack of it. Th is is a fi eld that defi nitely needs further investigation, as 

technology must work for us and not against (some of) us. With the present study, the 

author hopes to provoke some discussion of and further research into this area.
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