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The Right to Privacy and the Obligation to Transfer
and Authenticate Personal Data through the Internet:
Conflicting Issues

Abstract: Contemporary legal and commercial solutions practised by various types of businesses are
associated with a definition of precisely specified obligations imposed on the actors of the indicated ac-
tivities (natural persons, legal persons and other legal entities). This also includes an obligation to per-
form specific actions only (or in parallel) electronically, including the implementation and application
of top-down (authoritative) authentication processes, defined by legislation and by commercial entities.
In practice, there is a lot of controversy concerning both the necessity of such solutions and the defi-
nition of the nature and scope of protection of the rights of individuals who are obliged to transfer cer-
tain information in this way. This is not only about minimizing the possible liability of the specific actor
who obtains this type of data (the administrative body, institution or entity, e.g. an entrepreneur) for its
loss and/or improper use, but in general about justifying the necessity of this type of obligation. Analysis
of these issues will be presented as part of a substantive study considered in the light of limits for protec-
ting the right to privacy.
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Introduction

The formation of the content of the privileges granted to individuals is related
to the evolution of the consciousness and the basis of existence of social groups in
a particular country, continent or globally. The dynamic development of informa-
tion technology (ICT) has significantly influenced (and will continue to influence)
a redefinition of the content of many previously normatively identified rights and
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freedoms. This development has resulted in the concepts of so-called ‘digital person-
alization’ and ‘digital transformation’ (European Parliament, 2021), which involve,
for example, the multifaceted identification of user data provided by an individual
while using available digital technologies. These technologies are understood as a set
of mechanisms and ways of implementing digital operations in software. The conse-
quence of this process is an increase in new challenges, primarily related to ensuring
adequate protection of the information autonomy of individuals.

There is no doubt that ‘[i]nternational human rights law recognizes a fundamen-
tal right to privacy, including privacy in one’s electronically-stored personal com-
munications. This right is reflected and given concrete form in the legal regimes of
countries around the world, including through statutes, constitutional provisions,
and international agreements that regulate data processing by both private entities
and government actors’ (Supreme Court of the United States, 2018; pp. 6-7). In re-
ality, however, this does not mean that the protection of privacy, including personal
data, is always adequate and complete (Rise, 2018). Personal data protection is con-
sidered a part of the privacy of the individual, and together with freedom of infor-
mation and expression, they create the personal information sphere (Eskens, 2020).
Whereas the right to privacy is a wider and older concept, it is personal data protec-
tion which has recently gained the spotlight, especially in the context of ICT, surveil-
lance and the exploitation of users’ data. Personal data protection protects privacy by
regulating the processing of personal data (de Andrade, 2011).

Of course, most of the current legal regulations (primarily EU and national), as
well as implemented business practices (such as procedures, road maps, to-do lists and
business standards), include a definition of the obligations imposed on the parties (nat-
ural persons and/or legal entities) of activities carried out electronically (de Gregorio,
2022; Jablonowska & Tagiuri, 2023). These activities often require the implementation
of identification and authentication processes, either defined by the legislature (top-
down authority) or contractually by businesses (standardized by consent). In prac-
tice, however, there is a lot of controversy about the necessity and indispensability of
such practices and the definition of the nature and extent of the protection of the rights
of individuals who are obliged to transfer their personal data by these means (includ-
ing those related to ensuring their subsequent processing). It is not only a matter of
minimizing the possible liability of the controller who acquires authentication data for
its loss and/or misuse; a challenge also arises by the justification of identification and
authentication obligations. Additionally, in many cases the current solutions, at least
to some extent, transfer some of the dangers to the weaker party, i.e. the user and/or
consumer (Jablonski & Wegrzyn, 2023; Rise, 2018). These mechanisms rely on users
bluntly accepting terms and conditions or consenting to certain features (without a real
alternative) and a lack of efficient enforcement mechanisms which would secure their
rights and control over their data. At the same time, many users of ICT systems lack ba-
sic knowledge of the contemporary risks associated with irresponsible sharing of their
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personal data, which leads to all sorts of negative consequences and/or a lack of control
over who is processing it and for what purpose.

The current phase of the digitization of states and societies leads to the conclu-
sion that society is at a transitional stage. On the one hand there is a desire to defor-
malize various types of activities and procedures as far as possible, and on the other
there is a need for the creation of an objectively secure system for the transmission
and processing of various types of information. Reconciling these two different goals,
however, is not always possible to achieve.

1. The formation of the information society as a consequence
of the implementation of modern technologies

The modern approach towards the use of ICT in day-to-day activities is based on
the assumption that the world has entered the era of the information society. This has
been emphasized on multiple occasions by the European Union and Member States,
and the idea of the digitization of public administration is predefined through the ex-
istence of a society which cannot properly function without new technologies. The
concept of an information society, i.e. one whose members make organized and con-
scious use of existing information resources using available technologies in particu-
lar information systems (Webster, 2014) in order to achieve an intended result, has
already been known for several decades. The functioning of such a society involves
the need to distinguish the concept of the so-called ‘information public space’ This
space is identified with publicly accessible data sets, but also with the legislature’s im-
perative to implement dynamic safeguards, procedures, mechanisms and technolog-
ical standards in implementing various tasks, by public and private organizations. In
the information society, members of the community are able to independently and at
the same time responsibly use the available digital technology to determine various
types of processes, ranging from political, social and control, to economic, consumer
and educational ones (Avgerou & Madon, 2005 de Gregorio, 2022).

The base of the functioning of the information society is knowledge, including
both access to information and also an understanding of technology (its advantages
and risks), which is used by the members of society for a specific and intended pur-
pose. The natural environment that supports each of its members is the world of dig-
ital technologies — the sum of available functionalities and information resources
(bases). These technologies make it possible to achieve various types of effects (legal
and factual) at a distance, including:

— informational - getting acquainted with specific information,

— interactional - providing an interested party with two-way communication
with a specific entity (consumer, educational, etc.),
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— transactional —equivalent to the creation of an electronic procedure, the use
of which is used to bring about intended legal effects,

— electoral - providing participation in various types of processes of the expres-
sion of will, such as elections,

— entertainment — providing users with features aiming solely (or mostly) at
entertainment (i.e. videogames, video streaming, music, etc.).

Knowledge is the starting point for assuming that members of the information
society are capable of identifying which technologies they use in connection with
achieving a specific goal and understanding the essence of the mechanisms of imple-
menting digital operations and the software that serves this purpose. Achieving such
a state is based on the presumption that they are skilled enough, which is the result
of appropriate education, in an institutionalized (i.e. organized by the state) and dy-
namic form. Accepting that we are dealing with a prepared and responsible member
of the information society therefore requires demonstrating that he or she has been
properly trained (educated).

The functioning of the information society in a particular state (as well as in an
international organization) is subject to the applicable regulatory regime. The ex-
isting legal rules (including constitutional principles) should define guarantees for
freedoms and rights and adequately specify the essence and nature of obligations
imposed on entities that are able or are already obliged to use specific technologies.
Lawmakers must also define standards for ensuring adequate security and protection
against the risks that are associated with the use of ICT systems.

2. The digital accessibility and digital security model

The starting point to evaluate the operations of public and private entities car-
rying out public tasks is the establishment of a normative framework for interopera-
bility that specifies how those entities should proceed, while deciding on the means,
methods and standards used in their ICT systems. The next steps are the specification
of the standard of minimum requirements for public registers and the exchange of
information in electronic form, considering accessibility, and ways to ensure security
in the exchange of information (also in cross-border exchanges), including data for-
mats and communication and encryption protocols in interface software. These reg-
ulations are intended to ensure the digital accessibility of websites and applications
by ensuring their functionality, compatibility, perceptibility and comprehensibility
as per the EU Directive on the Accessibility of Websites and Mobile Applications of
Public Sector Bodies. Normatively guaranteed accessibility is the starting point, and
its absence must be treated as a negative premise in terms of imposing a regulatory
obligation on an individual to use a specific ICT system while cooperating with the
state (and its representatives). A lack of accessibility may also lead to discrimination
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(Kuznicka, 2017), because defining the technological aspects of accessibility makes it
possible to properly ‘train’ its user and, consequently, prepare him or her to use it in-
dependently and responsibly. For this reason, the principle that an individual cannot
be burdened with a duty to use applications whose accessibility does not simultane-
ously meet the requirements of functionality, compatibility, perceptibility and com-
prehensibility should also be taken as a basis.

The next step becomes the identification and implementation of all those solu-
tions that serve to protect information security, including personal data. The Euro-
pean Union has intensified its activity in this field in recent years, considering the
implementation of the Regulation on Measures for a High Common Level of Secu-
rity of Networks and Information Systems within the Union, the Regulation on the
Processing of Personal Data (GDPR), the Directive on Measures to Promote a High
Common Level of Cybersecurity within the Union, the Regulation on the Cryptocur-
rency Markets, and the Regulation on Operational Digital Resilience of the Financial
Sector (Dunaj, 2023; Milczarek, 2020; Yang et al., 2019). All of these regulations im-
pose certain obligations in regard to security measures and the protection of infor-
mation on, for example, public entities, as well as private conducting public tasks.
Analysing the actions of the EU lawmakers, it becomes apparent that they are conse-
quential in nature; they do not usually precede the effects of the implementation of
increasingly innovative information and digital technologies.

It is sufficient to point out the use of artificial intelligence (AI) algorithms, for
example. These technologies, which have been in use for years, will only now become
the subject of a normative definition, through the adoption of the EU AI Act. In the
proposal, it was emphasized that the newly adopted regulation is aligned with current
EU law, including the Charter of Fundamental Rights but also regulations introduc-
ing specific standards on information protection. The Al Act is supposed to further
implement ‘a set of harmonised rules applicable to the design, development and use
of certain high-risk AI systems and restrictions on certain uses of remote biomet-
ric identification systems’ (European Commission, 2021). The AI Act is supposed to
complement ‘existing Union law on non-discrimination with specific requirements
that aim to minimise the risk of algorithmic discrimination, in particular in relation
to the design and the quality of data sets used for the development of AI systems com-
plemented with obligations for testing, risk management, documentation and human
oversight throughout the Al systems’ lifecycle’ (European Commission, 2021). This
in fact proves that operability and information security become immanent parts of
any ICT used to conduct public tasks.

The laws and regulations introduced in the area of requirements for ICT services
define the legal standards and specify principles and rules of ethics. Additionally,
these laws impose measures and procedures to ensure the security and technical re-
silience of the systems used. Digital security as a concept related to the protection of
individual freedoms and rights is therefore complex; it must involve the real existence
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of a catalogue of specific legal, technical and ethical obligations incumbent on the or-
ganization (whether public or private) that implements and uses a particular technol-
ogy (which may include an obligation for the person to use it). When deciding on the
regulatory framework applicable to the organization, one must consider obligations
connected with the accessibility and security of the solutions provided. Additionally,
standards for the protection of all individual rights must be specified, therefore not
only those that are limited to the sphere of information autonomy.

3. The personal and informational autonomy of the individual

Personal autonomy, including the informational autonomy of the individual, is
identified with an independent right that is part of the content of the right to privacy,
equatable to the concepts of ‘self-creation’ or ‘self-determination’ (Judgments of the
ECHR, 1984, 1992, 2007; Roagna, 2012).

Instead of providing a clear-cut definition of private life, the Court has identi-
fied, on a case-by-case basis, the situations falling within this dimension. The result is
a rather vague concept, which the Court tends to construe and interpret broadly: over
the years the notion of private life has been applied to a variety of situations, includ-
ing bearing a name, the protection of one’s image or reputation, awareness of family
origins, physical and moral integrity, sexual and social identity, sexual life and orien-
tation, a healthy environment, self-determination and personal autonomy, protection
from search and seizure and privacy of telephone conversations. (Roagna, 2012; p. 12)

In this regard, it is emphasized that an individual has a subjective right ‘to decide
independently on the disclosure to others of information concerning his or her per-
son, as well as the right to exercise control over such information in the possession of
others’” (Judgments of the Polish Constitutional Tribunal of 2002, 2009, 2014).

In negative terms, the protection of informational autonomy is identified with
the prohibition of excessive external interference, such as obtaining and collecting
personal data and information about the habits or behaviours of an individual (infor-
mational privacy). This protection - at the vertical level - serves to limit the ability
of the state to obtain information about a particular private person (Grzelak & Ziel-
inska, 2021; Roagna, 2012, p. 60). The protection of privacy requires in each case that
the specifics of the particular situation are taken into account (such protection is not
absolute), including values (also equivalent ones) that are in conflict with each other,
e.g. the right to privacy, or national security (European Data Protection Supervisor,
2024; Judgment of the CJEU, 2010; Judgments of the ECHR, 1992, February 2000,
May 2000, 2002, 2003).

With regard to public figures and, in particular, to persons performing public
functions, the protection of such autonomy is even more limited (but not excluded).
Horizontally, respect for informational autonomy means respect for the guaranteed
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rights in the relationships between individuals, as well as between them and other
private entities. In a situation of their violation, it allows the possibility for individu-
als as well as legal entities to invoke normatively guaranteed rights in the settlement
of civil and labour disputes.

Any form of communication, regardless of the physical medium (e.g. personal and
telephone conversations, written correspondence, fax, text and multimedia messages
or electronic mail), is protected. This is a matter of guaranteeing the confidentiality and
integrity of the messages™ content, as well as all the circumstances of the communica-
tion process, which include, among other things, the personal data of the participants
(protection against acquisition, processing, storage and disclosure, in a manner that vi-
olates the rules of usefulness, necessity and proportionality, sensu stricto, of informa-
tion (Judgments of the CJEU, 2014, 2016, 2020; Judgment of the ECHR, 2015)). The
protection of information autonomy is aimed at restricting the limits of formally guar-
anteed freedoms in the area of information sharing (data, knowledge, etc., including
freedom of expression) collected by an individual. In this approach, it is also a matter
of concretizing the span of the implementation of normatively confirmed powers and
freedoms, which concern both the vertical and horizontal scope of their validity and
application. Thus, model-wise, we are dealing here with the sum of guarantees, the pur-
pose of which is to provide an individual with protection against unauthorized and se-
cret monitoring of his or her life (and activity in various fields).

From the vertical (state-individual) perspective, it is assumed that the legaliza-
tion of encroachment into the sphere of guaranteed informational autonomy is an
explicit provision of law based on the principle of proportionality and legality. The
risk of infringement of civil liberties and fundamental rights must be proportional
to the purpose it serves. Discussion around the vertical and horizontal level of va-
lidity is crucial considering that proper identification is required not only in rela-
tion to the individual and the state but also between individuals and private entities.
The same applies to the protection of the rights affirmed to the individual (including
the assured ‘freedom from’ and ‘freedom to’). Scholarly literature emphasizes that the
concept of the horizontal operation of individual rights must be identified with the
application of constitutional norms concerning them precisely in private law, which
is also obvious in relation to the settlement of civil and labour disputes (Safjan, 2014).

With the right of the individual to decide to disclose information about them-
selves to others or not, the right to exercise control as to the scope and nature of the
information disclosed and the subsequent processing of the information by the entity
or entities acquiring it is also related. This approach is also expressed in the GDPR
through its principles and general approach. The purpose of enacting the GDPR was
to strengthen and harmonize the protection of the fundamental freedoms and rights
of individuals in connection with processing activities and to ensure the free flow of
personal data between Member States (Recital 3 of the Preamble). Indeed, this pro-
tection is not limited to the creation of safeguards to define the regularity of process-
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ing and the flow of personal data. It must be understood more broadly, and indirectly
as the protection of all freedoms and rights defining the individual’s information au-
tonomy in the broadest sense. This autonomy, in the simplest terms, is identified with
the individual’s freedom to decide independently to disclose information about him
— or herself and his or her own life to other bodies, institutions or entities (e.g. busi-
nesses or social organizations, as well as various types of organizational units), as well
as the real right to exercise control over the processing of such data if it is in the pos-
session of other entities, and in particular those whose obligation to provide access
results from the provisions of generally applicable law.

The legalization of data processing on the basis of a specific premise (Articles
6 and 9 of the GDPR) will not be considered lawful if the processing that occurs in-
volves (at the will of the controller) data other than what is necessary in the context of
the controller’s articulated purpose. In practice, appropriate action by the controller
must take the form not only of preparing specific policies, clauses, contracts, records,
procedures, mechanisms and assessments, but also of properly implementing them,
and then adequately modifying them, depending on changing conditions (including
risks). This is because each controller must identify the specifics of the premises and
processes of the data processing and the accompanying risks, also in order to elim-
inate existing risks and apply appropriate and adequate safeguards (technical and
organizational measures). The amount and diversity of analyses conducted by con-
troller must therefore result in the individualization of solutions, and consequently
the possibility of using identical patterns or standard implementation models by
other, even generic and identical, controllers is excluded. This is because even if the
majority of processing operations may be similar, the controller’s ability to respond
to the changing landscape of risks and its organization is different. There is no one ‘fit
for all’ solution, and considering the basic principles of the GDPR that are visible, for
example, in a risk-based approach, the controller is required to carefully analyse each
operation in order to ensure that data is processed safely and lawfully.

4. The ability and requirements to identify digital threats

The question which needs to be answered in this part is whether an individual
will at any point be obliged to use specific technologies to exercise his or her rights
and freedoms, or will have obligations imposed on him or her to communicate with
public and private organizations through ICT. Unlike obtaining a driving licence, the
use of both hardware and software to perform various types of activities that produce
legal effects is not, in principle, subject to a need for the user to obtain any ‘certifi-
cate of skill’ Thus in practice, it is irrelevant whether a person knows how to operate
the available (and changing) applications (or an aggregate of applications). It is the
same with the ability to consciously understand the content of regulations and secu-
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rity policies (including user manuals), as well as even verification of the functionality
of the equipment and systems one owns. For most people, concepts such as phishing,
deepfakes, whaling, spoofing, spearphishing cryptojacking and typosquatting are un-
known. Even if some users are aware of the threats, mechanisms such as homoglyphs
and homographs, typosquatting, bitsquatting and punycode are completely incom-
prehensible and, even if generally known, difficult to identify within the daily use of
available ICT systems (ETSI, 2023; Szurdi, 2020).

Apart from the specific knowledge and ability needed to understand the mecha-
nisms behind ICT and its threats, there is also a question of an individual having the
conditions (including the economic conditions) to acquire the necessary equipment
and relevant software at all. This also includes access to software and applications
which were introduced based on national regulations. Secondly, it becomes impor-
tant to specify how to create a presumption that such a person has (or has acquired)
the necessary digital competence. This approach, moreover, involves the necessity of
adopting a model for defining the permanence of such competencies and assessing
the timeliness of their actual existence (van Dijk, 2005).

Even if we assume that it is now no longer possible to talk about mass digital ex-
clusion (understood as a lack of access to appropriate hardware, software or the inter-
net; compare Avgerou & Madon, 2005), there is a strongly questionable presumption
about the average user’s ability to identify risks in the use of available information
technology. It is also difficult to unequivocally define what the standard of ‘due dil-
igence’ includes, the preservation of which by an individual would be tantamount
to the recognition that he or she will not suffer the negative consequences of being
misled. Consequently, it is not possible to make a presumption based on the recog-
nition that we are already dealing with a properly formed information society; such
a presumption is tantamount to saying that any digital technology that is imposed
on an individual in the form of an obligation to use it has been adequately and ap-
propriately prepared for its secure use. It is therefore not sufficient for an entity im-
plementing and using certain solutions to prove that it has conducted a complete
risk-management process aimed at identifying system assets, corresponding vulnera-
bilities and threats, the likelihood of their occurrence and the magnitude of potential
loss. The risk analysis must be combined with the presentation of a developed stand-
ard of user ‘training.

5. Identification, authentication and authorization

The dynamic implementation of technology is significantly improving the func-
tioning not only of the state, but especially of many private organizations (including,
of course, NGOs of various kinds). This is because it involves the omission of what
was considered a standard only a dozen years ago, namely personal (physical) par-
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ticipation in the act performed in order to effectively ensure that certain effects aris-
ing from it are produced. This physical participation was, of course, associated with
the appropriate demonstration (confirmation) of one’s identity (authorization and/
or power of attorney), which made it possible to confirm that it is done by the right
person and indeed the one authorized to do so. Of course, there were cases of fraud,
although their scale was limited, not only because of the possibility of easier detec-
tion, but primarily because of the complex sum of actions that had to be taken to im-
personate another person. Technological developments that allow an interested party
to effectively carry out various types of legal actions at a distance have revolutionized
the model of personal participation and direct identification, allowing - as is widely
accepted - their effective performance to be streamlined, simplified and facilitated.
Consequently, the identification and verification of data on the spot, during personal
contact between individuals, has largely been replaced by identification, authentica-
tion and authorization processes. These use a range of different types of personal data
that, to the extent that they eliminate any doubt, confirm and effectively verify not
only the identity but also the legitimacy of the user to use specific resources or par-
ticipate in a specific action. The essence of authentication, consisting in the verifi-
cation of the identity of a specific user, may include various solutions, e.g. login and
password, fingerprint, behavioural biometrics and so on. Each of these techniques
involves the prior acquisition of personal data, which will be a component of the ver-
ification process. The obliged party, while conducting his or her business diligently,
has the opportunity to properly organize him - or herself in terms of satisfying all the
requirements that are associated with the proper acquisition and subsequent process-
ing of information. However, in order for this to occur, consistent procedures must
be in place, the purpose of which is to conjugate the activities undertaken at various
organizational and technical levels.

A kind of paradox of the processes of identification, authentication and authori-
zation is that in many cases, they are combined with the acquisition by controllers of
various types of personal data. These are not only classic data (first name, last name,
ID data, home address, date of birth, etc.), but also biometric data. The assumption is
that these data, being unique, guarantee that impersonation does not occur. It should
be assumed that the definition of the obligation to transfer this type of data at the
level of the individual-state relationship must be adequately anchored in the provi-
sions of generally applicable law.

The entity acquiring certain personal data while implementing specific technical
(as well as technological) solutions cannot act arbitrarily or define the circumstances
justifying the necessity or indispensability of their processing. Proving a lack of al-
ternative solutions leading to the achievement of the intended purpose requires the
demonstration of a risk analysis carried out beforehand, based on objective criteria
and premises (also from the perspective of a newly implemented procedure for data
processing and the performance of a data protection impact assessment). This assess-
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ment demonstrates that the viable and effective standard measures applied to date
have not achieved the intended effect, and in principle there are no alternative (less
intrusive) measures that could secure authorization.

The resources of public and private organizations include a lot of data, such as cop-
ies of signatures, images, locations, digital copies of voices or other specific personal
data (ranging from names, identity document data, personal identification transmis-
sion data, location data and others), the use of which was not previously identified
with a real threat (e.g. posting a video on the internet can be used to create a digital
deepfake). The risk identification must therefore take the form of a ‘backward-looking’
mechanism, in the sense that it becomes necessary to verify the protection of what is
currently being transmitted as information, what can be used for possible deception in
the context of identification, authentication and authorization, and how.

Even well-organized organizations have so far failed to implement even basic an-
ti-deepfake procedures, because it turns out that even the various possibilities of imper-
sonating a device identified as authorized to participate in communications (whether
by using an identical IP, etc., or a duplicate SIM card, as part of the procedure out-
lined by the operator) have not resulted in the implementation of a separate obligation
to authenticate the participant in the communication and a two-level authentication
of decisions made during this type of contact (the concept of two independent deci-
sion-making ‘centres’ using separate information (documentation) paths).

6. Postulates de lege ferenda: The paradox of improving identification,
authentication and authorization procedures

There is also no doubt that society is entering an era of a significant evolution in
the understanding of information autonomy. This will happen because of the compre-
hensive acquisition by controllers of information on users of specific devices and soft-
ware, and primarily because of the profiteering that will be associated with it. After all,
the ease, speed and convenience of obtaining a particular access, service or benefit will
always induce a potential user to share more information about him - or herself.

We are living in a time when data protection and the use of modern digital tech-
nologies is becoming an example of seeking the simplest and, in many cases, the
cheapest solutions. Paradoxically, therefore, it turns out that the best ways of identi-
fication, authentication and authorization involve the need for an individual to share
various types of personal data, including, for example, biometric data. In the opinion
of those implementing further information technologies, this data will serve to pro-
tect individual freedoms and rights in an appropriate, secure way. At the same time,
in the era of the fight against cybercrime, which for several years now has been asso-
ciated with the formation of the phenomenon of so-called mass surveillance carried
out by various types of public institutions (European Union Agency for Fundamental
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Rights, 2015) and private entities, it is necessary to realize that the constant develop-
ment of digital technologies, including Al used for the purpose of facial recognition
(Hill, 2023), has had and will have a huge impact on defining the nature and scope of
the protection of an individual’s privacy (and also the protection of the confidential-
ity of business secrets).

Realizing that one-factor authentication (by password alone) already seems to be
an overly simplistic means of protection, it is therefore worth considering the use of
at least two-factor authentication, based, however, not on the use of classic personal
data but on a mechanism of security questions or devices generating a special code
token, i.e. based, neutral and ad hoc generated data. Building an IT security system
on the use of biometric data (biometric authentication) with ever-improving technol-
ogy is not only insecure but can lead to a minimization of respect for an individual’s
privacy and of information autonomy more broadly.

Conclusions

The dynamic development of information technologies that has been going on
for several decades has significantly influenced (and will fundamentally continue
to influence) the redefinition of the content of many previously normatively iden-
tified civil liberties and rights. This development, of course, involves among other
things the multifaceted identification of user data made available through the use of
available digital technologies, understood as a set of mechanisms and ways of imple-
menting digital operations in digital elements and software. The consequence of this
process is the emergence of a number of new problematic issues, primarily related to
ensuring adequate protection of the information autonomy guaranteed to every per-
son. Introducing additional authentication methods should not involve processing
extra categories of personal data (especially sensitive ones), as this may lead to in-
fringement in the field of information autonomy. Instead, two-factor identification
mechanisms should rely on either generating special codes and tokens or answering
specific predefined questions which do not involve the processing of personal data.
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