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Abstract: This article examines the challenges that digitalisation poses for the regulation of contempo-
rary financial markets and the implications for individual freedom. The financial sector demonstrates
how ‘digital coercion’ can threaten the right not to use technology, raising questions about the balance
between protecting citizens’ rights and enabling participation in a digitalised economy. The focus is on
how technological development, especially artificial intelligence (AI), affects everyday interactions with
financial systems and whether individuals still have a genuine choice to remain outside digital frame-
works. The analysis relies primarily on the dogmatic-legal method, complemented by axiological reflec-
tion and critical legal perspectives, to reveal tensions between existing regulations, constitutional values
and human rights. Digital coercion occurs when opting out of technology is no longer practically possi-
ble, particularly in finance where alternatives diminish as digital tools dominate. While it may be theo-
retically possible to avoid financial technology, doing so risks exclusion from essential functions such as
accessing credit or managing finances. EU regulations like the AT Act, MiCA and DORA reinforce this
process, promoting and effectively enforcing digitalisation while limiting the right to digital opt-out.
Although these frameworks aim to safeguard privacy and freedom, in practice technologies and algo-
rithms increasingly shape financial markets, often in opaque ways. In line with Lawrence Lessig’s notion
that ‘code is law’, algorithms become de facto lawmakers, establishing norms that constrain free consu-
mer choice. Consequently, the right not to use technology becomes largely illusory when access to fun-
damental services depends on technological infrastructure.
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Introduction

It will soon be 100 years since the publication of the novel Brave new world by
Aldous Huxley (1946). The novel combines elements of both prophetic vision and
warning. Reading it today, in the age of technological revolution and ongoing de-
bates about the future role of artificial intelligence (AI) in our daily lives, it takes on
a completely different dimension (Boden, 2020, pp. 96-113). For we are now facing
the emergence of a new world - Huxley’s World State — which is linked through com-
plex IT systems that operate on the basis of increasingly sophisticated and self-learn-
ing computer technologies. These systems affect all the major spheres of our everyday
lives. Although this reality is a human creation, there is growing concern about the
potential for these technologies to take control of our lives and, as it were, create a so-
cial destiny which will be accepted by society, much like in the Brave New World -
a society where most men and women will grow up to love their servitude and will
never dream of revolution (Huxley, 1946, pp. xvi-xvii), in exchange for comfort and
everyday stability. Today, nearly a century later, Huxley’s warning seems uncannily
relevant, particularly in the context of digital coercion, which is no longer optional
but rather the default mode of operation for the human being in the realm of services,
including financial services. At times it may even seem that the individual, a con-
sumer in the financial market, although seemingly aware and informed (Cyman,
2023, pp. 55-56), has become just another cog in the financial system, a system in
which Al increasingly plays, and will continue to play, a pivotal role. But will this lead
to a situation where autonomous IT systems effectively take over the governance of
our reality, including the financial one? A reality of Huxley’s World State, structured
to ensure that ‘when the individual feels, the community reels’ (Huxley, 1946, p. 110)?

While this dystopian vision of society is terrifying, it is not entirely unrealistic. It
prompts us to ask questions about possible alternatives, such as, for instance, a world
in which humans can control the extent to which technology interferes in their daily
lives (Stacewicz, 2023). This would be a world akin to Huxley’s ‘Savage Reservation,
governed by old, ‘natural’ rules, rejecting the new order. One must then ask: Is the
right not to use digital technologies, and its protection by law or other regulatory
means, still possible - or has it already become an anachronism in the digital dogma
of modernity? Or is it already becoming an anachronism in the digital dogma of mo-
dernity, even more so when the subject of study is the financial market and its legal
regulation, the identification of which, it turns out, presents another research prob-
lem? Another question that arises in view of the above is whether the technological
revolution has led to a situation in which new, self-creating sources of financial mar-
ket law are hidden in algorithms created by hidden lawmakers who use self-learning
algorithms to adjust relevant systems and rules on an ongoing basis, based on chang-
ing market conditions.
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In view of this, is it true that, as Lawrence Lessig wrote, ‘code is law’ (1999, p. 3)?
The search for an answer to this question is the central theme of this article, contained
in this issue of Bialystok Legal Studies devoted to the non-use of digital technologies
and the protection of such non-use by law as well as by other means of regulation. As
editor Elzbieta Kuzelewska rightly observes: ‘As the contemporary ubiquity of new
technologies leaves little if no choice for individuals whether to use them, our inter-
est in legal and other regulatory means to protect their non-use merits both academic
and professional attention’ (Kuzelewska, 2025).

One of the key areas requiring attention in this regard is the financial market, the
rules and operational architecture of which have undergone revolutionary changes in
recent years. This is largely due to the widespread adoption of Al by FinTech players,
who have successfully challenged traditional market operators — particularly banks
- by offering consumers attractive, affordable financial solutions based on modern
technology. However, embedded in the ‘genotype’ of these products is a coercion to
use new technologies. While opting out is theoretically possible, in the long term it
results in exclusion from access to the one resource crucial for life which is money
(Kowalewska & Musial, 2025). Money is essential for securing daily needs as well as
for personal self-realisation, such as acquiring material goods or achieving a certain
level of prosperity.

One could argue at this point that certain areas of financial market participa-
tion are becoming spaces where formal individual freedom (including human rights)
does not translate into actual freedom of choice. Moreover, even though lawmakers
strive to protect this freedom, the rules of the virtual reality system cause individuals
to remain largely unaware of the mechanisms (algorithms) that track and then ana-
lyse their behaviour, and in certain situations influence their choices (Szoszkiewicz
& Swiergiel, 2018).

Naturally, no one is forced to use particular technological solutions. However,
the modalities described by Lessig (law, markets, social norms or code) effectively
eliminate the option of not using them. Who, then, is the true creator of our reality:
the lawmaker or the code (algorithm)? Can this brave new world of modern financial
markets be controlled in such a way that consumers have a genuine right of non-use,
and will it be a right to choose an alternative, to enjoy transparency of operations and
to exercise the choice of a non-algorithmic service, for example? And will such regu-
lation, if adopted, be effective and efficient?

Even without prejudging the answers to these questions, it is already apparent
at this point that it would be hard to imagine a contemporary financial market func-
tioning without access to technology. This is also due to the actions of lawmakers (e.g.
the EU), who, while trying to regulate this reality, in practice confirm the thesis of the
actual absence of the possibility of guaranteeing a formal right to not use technology.
As a result, current EU financial market regulations structurally exclude individuals
who wish to function outside the digital infrastructure.
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There are at least a few examples of this, and they include the fundamental EU fi-
nancial market regulations such as the AI Act (2024), DORA (2022), MiCA (2023),
PSD 2 (2015) and FIDA (2023). These legislative acts are too specialised and extensive
to analyse in detail within the scope of this article, although selected examples will be
used to support the main arguments formulated here. These include the assertions that
digital coercion’ exists in the EU financial market today and that the role of Al in creat-
ing and enforcing law is growing. This law may increasingly be a technical implementa-
tion of an algorithm. But who will write this algorithm: a human being or AI?

1. The financial market in the face of a new regulatory paradigm
in the age of FinTech

For decades, financial markets have been based on the principle of stability and
predictability. The traditional structures and divisions of the financial markets, the
roles ascribed to them and, last but not least, the actors operating within them, banks
in particular (commonly perceived as institutions of public trust), have remained
constant. But 2008 brought the financial crisis that has been permanently etched into
the pages of history as exceptional, not least because of its global nature and above
all because of the underlying causes that led to it. Among these was the widespread
use of financial derivatives as an investment strategy designed to generate additional
profits, especially for banks (Jurkowska-Zeidler, 2008, p. 72). These profits were ob-
tained through risk-trading mechanisms and the use for this purpose of funds en-
trusted to the financial sector by trusting clients. The outcome of this experiment
is well known; one of its effects was the loss of that public trust and the consequent
search for alternatives (Jurkowska-Zeidler, 2011). Although the conditions for the
provision of new alternatives had been developing for years, this was precisely the
moment for them to materialise in the form of the growth of the FinTech sector, sup-
ported by the dynamic development of Al

Drawing on the ideas of Zygmunt Bauman (2006), one could argue that after
2008 the world witnessed the true face of ‘liquid modernity, in which social struc-
tures, relationships, or values and identities are no longer stable or unchangeable, and
a sense of security is eroding. Volatility and unpredictability are also features that
characterise modern technology; it is evolving at a tremendous pace and in a direc-
tion that is nowadays difficult to foresee (Armour et al., 2016). This is an even greater
challenge for lawmakers today, who are guided by the essence of the law and seek to
frame this new reality within a legal framework, given the nature of modern technol-
ogy, especially Al, and its ability to adapt and self-learn. But is this really possible? Or
should lawmakers today not aim at fully controlling and shaping reality with the aid
of traditional sources of law, as well as with the use of soft forms of regulation? Such
soft law approaches are already being successfully used in the European Union’s fi-
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nancial market regulation, one example being the Binding Technical Standards (Fe-
dorowicz, 2021b).

Another challenge for modern legislatures in this context is the speed of change
and the process of economisation of the law (Nieborak, 2016, pp. 75-94). Just as
money has evolved from gold coins to virtual cryptocurrencies, Al will also evolve
in ways that will affect our lives in a manner that we cannot fully foresee today. Yet
the evolution of money spanned centuries, and the development of Al is measured
in years. It can certainly be argued that it began as early as the 1950s with the publi-
cation of Alan Turing’s essay ‘Computing machinery and intelligence, but it was only
in 2012 that the introduction of the AlexNet model demonstrated the power and po-
tential of the new technologies (Krizhevsky et al., 2017). Around the same time, start-
ups that today are icons of the FinTech sector, such as PayPal, Revolut and Square,
began operating. Without their pioneering efforts, further progress in the areas of
cryptocurrencies, neobanks like Monzo, InsureTech like Lemonade, or more recently
RegTech (Nowakowski, 2020, pp. 13-56) would likely not have been possible. All of
these innovations fall under the FinTech category. They are also a perfect example of
the progressive process of financialisation, i.e. the penetration of the financial sphere
into the real world and its impact on everyday life, through technological innovations
(including AI) whose rules of operation are often only understood by a narrow group
of specialists (so-called rocket scientists).

Among other things legislatures and supervisors are concerned about the signif-
icance of this area of the financial market for the socio-political situation, particularly
with regard to protecting the interests of weaker actors (financial market consumers).
Having previously fallen victim to the unethical actions of financial market players so
far, in the new world they may now be subjected to forces created by a virtual reality
based on algorithms used to analyse data and automate processes, as well as to as-
sess their creditworthiness or examine their purchasing habits (Rutkowska-Tomasze-
wska, 2020). Consequently, in order to obtain a loan, authenticate personal data or
confirm a transfer order, it becomes necessary to use digital technologies. This may
be termed ‘digital coercion; i.e. a situation in which the consumer is compelled to use
digital solutions, even unwillingly, which clearly contradicts the idea of the non-use
of digital services (Rutkowska-Tomaszewska & Galazka, 2024). As a result, new tech-
nologies, especially those based on Al, are beginning to shape social norms signifi-
cantly. These norms, alongside law, constitute a fundamental instrument for creating
the reality around us.

The confrontation of these two entities, namely AI and the law, triggers a series
of questions and doubts, the analysis of which, in my view, requires going back to the
sources, i.e. answering the question about the essence of law. Relevant in this respect are
the questions posed by Marek Smolak: How does law connect with the world? Is the le-
gal system autonomous from its surrounding reality? Should it be understood merely
instrumentally, as a means of achieving important non-legal objectives, including so-
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cial, political and economic ones? (Smolak, 2001). However, given the complexity and
speed of change in the world around us, as well as the impact on our daily lives, one
has to agree with Wlodzimierz Gromski’s (2007, p. 51) thesis that it is also necessary
to look at the law in its real aspect, as a factor shaping the attitudes and behaviours of
members of society in accordance with models established or recognised by the state
(the legislature). Law as a social phenomenon, therefore combining both the real and
the formal aspects, is desirable, as it allows a holistic view of the reality around us. This
becomes particularly relevant today, in the age of modern technology, when humani-
ty’s challenge is to find the right legal framework to ensure technological development
on the one hand and human control over it on the other. This is particularly true of Al,
the progress of which will surely only continue to move towards previously unknown
forms (such as neural networks), transforming all aspects of our daily lives and work,
as well as the functioning of the financial market, the essence of which lies primarily in
the role it plays in the creation of what has always been the most important commodity
- money. Money is the building block of capital, without which it would be difficult to
imagine the functioning of the world and its development.

The birthplace of money is the financial market, where the revolution mentioned
earlier, of which Al is one of the protagonists, is taking place. The sources of this rev-
olution should be sought in the change in the approach of lawmakers, including EU
legislatures, and their attempts to regulate this segment of the market. This new ap-
proach manifests itself in disintermediation and the growing role of new types of fi-
nancial intermediaries,, among other things, for which legislatures alone are opening
the door. One example is the EU regulation of the payment services market; crucial in
this respect is the Payment Services Directive 2 (Zalcewicz, 2016), which in the name
of increasing market competitiveness allowed so-called Third Party Providers (TPPs)
access to the market, seen as an example of the open banking concept (Mastowski,
2024, pp. 20-50). Using cutting-edge technological solutions, TPPs often sense up-
coming trends in advance and offer a range of innovative instruments that are often
faster and easier to operate. This has obviously contributed to their appeal to custom-
ers, even though consumers are not always aware of how these mechanisms work.
Depending on the type of TPP in question, i.e. an Account Information Service Pro-
vider or a Payment Initiation Service Provider, and with the consumer’s consent, op-
portunities then arise for the provider of a given service to access valuable data, such
as the user’s account information (transaction history, balance) or personal finance
management behaviour, or the ability of the provider to initiate certain transactions
directly from the user’s bank account, which always require the user’s authorisation
(Szpringer & Szpringer, 2014).

As can be seen, although the specific role of the human being is taken into ac-
count in these processes, the secondary nature of the situation, related to the process
of collecting and processing huge amounts of data — Big Data - is concealed (Szo-
szkiewicz, 2021, pp. 33-46). Properly processed, structured and analysed in a spe-
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cific context, these data constitute an excellent source of information, which, as Jean
Baudrillard has rightly observed, is a form of control (Zietek, 2013). Whoever has
access to data has power over information and how it is used (Kusak, 2022). In the
case of the data collected and processed in the financial markets, this power is im-
mense and must be controlled. And yet as the nature of AI evolves towards more
rapid self-learning and AI adaptation, are we not going to be faced with a situation
where any attempt to regulate this entity becomes merely an illusion of control? Exer-
cising the right not to use digital technology may constitute a guarantee of individual
freedom from digital coercion.

However, one must also be aware of the other side of this right, related to the
potential exclusion and social marginalisation of people who refuse to accept algo-
rithmic interference in their lives. Is it therefore possible to design an optimal sys-
tem based on the values that are accepted and upheld in a given society? The debate
on regulating Al is essentially a debate about values, not legal rules, and the ultimate
shape of legal regulation depends on which values the lawmakers choose to priori-
tise (Jedrzejczak, 2024). But does the choice of values allow a situation where people
are coerced to use the internet to exercise their rights or fulfil their duties (Kloza et
al., 2025, p. 1)? What happens when the algorithm code becomes the actual, albeit
hidden, legislation? The conditions currently created by the ‘traditional’ EU legisla-
tion to regulate the financial market actually aimed at supporting the development
of the digital sector, and may soon, in my view, necessitate a redefinition of the par-
adigm of financial market regulation. The existing assumptions, theories, methods
and values behind it either will be blurred or will require redefinition in the face of
the emergence of a ‘new’ legislature and the acceptance of a new paradigm, namely
that code is law, while the rules enshrined in this code will become a real regulatory
force, a fourth modality of regulation, shaping entire societies whose spheres of ac-
tivity will also be determined by it (Lessig, 1999, pp. 85-99). And all this in the age of
a culture of immediacy and risk.

2. Is code law? Do new self-creating sources of financial market law
already exist?

The answer to the question of whether code is law should begin with a brief de-
scription of the financial market, undoubtedly one of the most important spheres in
which societies exist and function today (Bybee, 2016, pp. 21-23). The phenomenon of
financialisation, whereby the financial sphere penetrates the real sphere and thus every-
day life, aptly captures its importance (Engelen, 2008). To define financialisation we
only need to reflect on our daily activities. The financial market permeates our lives in
a number of ways: when we withdraw cash from an ATM, pay for purchases, buy in-
surance, go on holiday or take out a loan to finance the purchase of a house. These ac-
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tivities are accompanied by a world that exists in parallel but is practically unknown to
those who use services such as clearing and settling payments, credit and risk assess-
ments, scoring or new financial instruments that are frequently based on the principle
of freedom of contract between the parties (over-the-counter instruments). All of this
poses a real challenge to market regulators, and the relevant processes are supported by
modern technologies developed by sectors such as FinTech and significantly influence
consumer behaviour, particularly in terms of capital management and interaction with
financial institutions (Nowakowski, 2023, pp. 161-169). Mobile applications, the use of
Al and the introduction of virtual trading platforms result on the one hand in growing
automation that allows business transactions to be conducted from anywhere across
the globe, but on the other hand they bring about digital coercion. This is naturally fol-
lowed by a re-evaluation of traditional social norms related to privacy and transpar-
ency. Indeed, one might get the impression that consumers are willing to sacrifice their
privacy, hitherto considered to be an absolute value, for convenience, speed and per-
sonalisation of services. The value of privacy is protected by the Universal Declaration
of Human Rights, Article 12, which states that ‘no one shall be subjected to arbitrary
interference with his privacy, family, home or correspondence, nor to attacks upon his
honour and reputation. Everyone has the right to the protection of the law against such
interference or attacks’ (United Nations, 1948). Does this new reality of the way finan-
cial markets operate pose a threat to this right? Can algorithms arbitrarily violate it?
These questions must be asked by their creators, who, we assume, are always humans,
who construct solutions based on a controlled version of A, otherwise known as nar-
row Al (Footer, 2020).

While artificial general intelligence, considered to be the highest potential level
of Al development, is currently only hypothetical, one might wonder whether it may
become another ‘black swan, a species that we are breeding which will eventually out-
perform us and which will, at some point, begin to compete with humans in terms
of general reasoning, learning, problem-solving and the use of consciousness (Chto-
pecki, 2018, pp. 5-6). It might, for example, aim to control the financial system of
which the financial market and its various components are a part. The financial mar-
ket must be viewed in the broader context of the economic system, which is in turn
part of the social system. While this may seem an obvious point, it is nevertheless of
great importance and should serve as a guideline for lawmakers and those who ap-
ply their legislation. This interdependence means that any turbulence in the financial
system will have specific consequences for the economy and consequently for society.

The EU legislature seems to understand this interdependence, as it successively
includes new spheres of financial market operations within digital finance in its legal
framework, simultaneously examining potentially necessary measures to be under-
taken in areas such as crypto-assets, cyber-resilience, financial data access and the
digital euro. The definition of ‘digital finance’ that may be found on one of the web-
sites of the European Commission dedicated to this issue reads that it is ‘the term
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used to describe the impact of new technologies on the financial services industry,
which includes a variety of products, applications, processes and business models
that have transformed the traditional way of providing banking and financial ser-
vices. We read further that:
while technological innovation in finance is not new, investment in new tech-
nologies has substantially increased in recent years and the pace of innova-
tion is exponential. We now interact with our bank using mobile technology.
We make payments, transfer money and make investments using a variety
of new tools that were not there a few years ago. Artificial intelligence, social
networks, machine learning, mobile applications, distributed ledger technol-
ogy, cloud computing and big data analytics have given rise to new services
and business models by established financial institutions and new market
entrants. All these technologies can benefit both consumers and companies
by enabling greater access to financial services, offering wider choice and in-
creasing efficiency of operations. They can also contribute to bringing down
national barriers and spurring competition in areas such as: online banking,
online payment and transfer services, peer-to-peer lending, personal invest-
ment advice and services. The financial services industry has been influenced
by innovative technology, which can benefit both consumers and companies
by giving a greater access to financial services, offering wider choice and in-
creasing efficiency of operations. Numerous opportunities involve also risks
and challenges, which require monitoring and regulation. Therefore, the
Commission has put further many initiatives to embrace the innovations,
preserve market stability and integrity, and protect financial investors as well
as consumers (European Commission, Overview of digital finance).

Aware of the changes taking place and the growing importance of Al in the finan-
cial market, on 24 June 2024 the European Union launched a targeted consultation on
artificial intelligence in the financial sector. For that purpose, the Commission drew
up a consultation document entitled ‘Artificial intelligence in the financial sector’
(European Commission, 2024), which contains numerous questions broken down by
specific sectors of the financial market. It also highlighted that the targeted consulta-
tion will answer the questions posed in the document, divided into three parts: one
with general questions on the development of Al, one consisting of questions related
to specific use cases in finance and one on the AT Act as related to the financial sector.
At the same time it was agreed that in the description of the purpose of the targeted
consultation, the concept of Al corresponds to the definition of an Al system estab-
lished in Article 3(1) of the AT Act 2024 and covers ‘any machine-based system de-
signed to operate with varying levels of autonomy and that may exhibit adaptiveness
after deployment and that, for explicit or implicit objectives, infers, from the input it
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receives, how to generate outputs such as predictions, content, recommendations, or
decisions that can influence physical or virtual environments’

The consultation period is now closed, and a summary, expected in the near fu-
ture, will provide a valuable insight into the perception of Al by market participants
in a broad sense, who have already been covered by regulations directly or indirectly
applied pursuant to the AI Act. This Act, an extremely detailed and extensive regula-
tion, introduces four types of Al and identifies them according to the degree of risk
associated with their application:

— minimal-risk systems, which pose no significant security or human rights
risks (e.g. spam filters),

— limited-risk systems, which affect the user, but create no serious risks (e.g.
recommendations on e-commerce platforms),

— high-risk systems, the AI systems that pose a risk of harm to health and safety
or an adverse impact on fundamental rights, which includes, among other
things, credit risk assessments,

— unacceptable-risk systems, which are banned in the EU (with some excep-
tions related to the threat of terrorism) and which are regarded as contrary to
the EU’s values, infringing fundamental rights. Among them are the ability to
recognise emotions in a specific context and the social scoring system already
in use in some countries to assess citizens, based on their behaviour, actions
or characteristics.

The first two types of Al can be implemented without any additional compliance
requirements. In contrast, high-risk systems must comply with certain requirements,
including a compliance assessment prior to implementation. Al systems that pose an
unacceptable risk or that constitute a threat to EU fundamental rights have been pro-
hibited, with some exceptions. As explained in Annex III to the Al Act, using Al in
the financial market will typically involve high-risk systems, giving rise to certain ob-
ligations for financial institutions. They will have to register these systems in a special
EU register, making them subject to relevant testing, compliance assessments and au-
dits. AI decisions must also be subject to human oversight (the ‘human-in-the-loop’
rule). Proper management of risks and the quality of data is also necessary to limit
discrimination and bias among users of financial services.

Table 1. Summary of Al Act compliance requirements (for high-risk systems).

Requirement Description Al Act reference
. - Must determine if the system falls into unacceptable, Arts. 6-9,
Risk classification ; -
high-risk, etc. Annex Il
Conformity Technical and documentation checks for high-risk Al Arts. 19-24
assessment
128 Bialystok Legal Studies 2025 vol. 30 no. 4
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Human oversight Human-in-the-loop must m_or_mor, override or validate Al Art. 14
decisions

Data governance Training data must be relgi\;asnt, representative, free of Art. 10

Transparency Users must be informed of Al use, especially if interact-

o . L Art. 50
obligations ing with it

Post-_ma_rket Al providers must track performance, report issues Art. 72

monitoring

While the AT Act acknowledges the importance of the financial market as an in-
tegral part of the EU’s internal market, as outlined in Article 26 of the Treaty on the
Functioning of the European Union (European Union, 2012), it should be considered
supplementary to the current EU financial market regulations. This is particularly
relevant for market segments that use Al Financial institutions will be required to
tulfil obligations arising from the use of Al in their activities, while also complying
with sector-specific requirements. While this will arguably give rise to extra costs, the
overriding objective is to ensure safety and trust among clients using specific solu-
tions. This also implies that AI will not impact the lives of those not using the ser-
vices; in other words, it will not affect those who do not need to use them, nor will it
prevent them from exercising their right to opt out of digital technology. While the
latter is certainly possible, the significance of these services in daily life may well co-
erce consumers into using digital technology. Examples of EU legislation where the
paths of Al and the financial market converge include the following acts, which cover
the FinTech sector:

— Digital Operational Resilience Act (DORA) (European Parliament and Euro-
pean Council, 2022) on cybersecurity and the operational resilience of finan-
cial institutions (Zalcewicz, 2023),

— Payment Services Directive (PSD2), standardising electronic payments, secu-
rity and open banking (Dybinski, 2025, pp. xiii-xiv),

— Markets in Crypto-Assets Regulation (MiCA) (European Parliament and Eu-
ropean Council, May 2023) a regulation of the crypto-asset market (Fedor-
owicz, 2021a; Marianski, 2024),

— Anti-Money Laundering / Countering the Financing of Terrorism (AML/
CFT) (European Parliament and European Council, May 2024), a system of
regulations and obligations designed to prevent money laundering and ter-
rorist financing,

— selected European Banking Authority (EBA) guidelines, formulating require-
ments concerning, for example, risk management, transparency and use of
data. Examples of these include the EBA guidelines on loan origination and
monitoring (EBA, 2020), on internal governance (EBA, 2021), and on ICT
and security risk management (EBA, 2025).
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One cannot ignore two other important EU initiatives currently being worked

on by European Union institutions, which are the:

— Financial Data Access Regulation (FIDA) (European Parliament and Euro-
pean Council, 2023c¢), intended, among other things, to enforce transparency
on algorithms that use financial data,

— Payment Services Regulation (PSR) (European Parliament and European
Council, 2023b), intended, together with the subsequent third generation of
PSD2 commonly referred to as PSD3, to form a tandem to improve payment
security, promote open access to financial services and strengthen consumer
protection.

The above regulations confirm the thesis of a rapidly growing EU financial mar-
ket that will undoubtedly continue to play an increasingly important role in everyday
life. Furthermore, the scope will certainly encompass FinTech institutions offering
Al-based instruments. Currently, it is difficult to evaluate the effectiveness of the
measures implemented to safeguard individuals’ interests, and further research in
this area is required.

Such studies should also consider the autonomy of Al-powered systems and the
impact of Al-driven decisions on consumers of financial services. This brings us back
to the question raised at the beginning of the article: Who is actually responsible for
this decision? Will it be humans or code, as described by Lawrence Lessig? His theory
of the four modalities is highly relevant to deliberations on the scope of Al applica-
tion in the financial market, particularly with regard to consumers’ right to opt out of
digital technology. In reality, however, consumers are in a state of digital compulsion
as a result of these modalities. Lessig’s theory identifies the following four modalities
(or models) that regulate human behaviour:

— Law: the formal rules backed by state coercion (laws, regulations, fines,
penalties),

— Norms: social norms that are culturally acceptable or expected,

— Market: identified with economic forces: pricing, incentives, competition,

— Code (Architecture): the physical or logical structure of the environment (es-
pecially software code).

As Lessig (1999, pp. 87-89) explains, each of these modalities constrains behav-
iour in different ways. They are not merely models of law creation in the traditional
legislative sense; rather, they are four regulatory forces that shape human behaviour.
This is especially relevant in the digital environment (Dolniak et al., 2024); they inter-
act and complement each other. This is evident in financial market regulation, where
traditional legal rules must consider market realities and societal habits and customs.
There is also room for a fourth modality: code which seems to be the centre of atten-
tion, embedded in Lessig’s statement that:
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Code is law. This code poses the greatest threat to, and offers the greatest
promise for, liberal and libertarian ideals. We can design cyberspace to protect
values that we believe are fundamental, or we can design cyberspace to allow
those values to disappear. There is no middle ground. Every choice involves
some kind of construction. Code is never found; it is only ever created, and
only ever created by us. (Lessig, 1999, p. 6)

As has already been demonstrated, code certainly shapes the space in which we
function, influencing, if not outright creating, our choices through the use of specific
techniques. One example is Thaler’s and Sunstein’s concept of ‘nudging, which uses
elements of behavioural psychology and choice architecture to encourage people to
make decisions in a certain way (e.g. through advertising), without constraining them
(Thaler & Sunstein, 2009, pp. 134-146). This raises questions about how this code is
used and the limits of its autonomy and control. Although it is admittedly designed
by humans, might its design, perhaps reinforced by its self-development, result in
it becoming a self-enforcing law and a new incarnation of the legislator-regulator?
The effectiveness with which the aforementioned EU legislation is implemented and
enforced is crucial. Naturally, this will require highly specialised knowledge to un-
derstand and accept the solutions before they are applied, and to supervise their sub-
sequent use (Fedorowicz & Zalcewicz, 2024). At the same time, we must be aware
of Decentralised Finance (DeFi), a system of financial services based on blockchain
technology that operates without traditional intermediaries such as banks, stock ex-
changes and supervisory institutions (Bilski, 2024). DeFi relies on smart contracts,
sets of self-executing rules based on blockchain technology. As social norms evolve
in response to modern technological advances, the openness, automation, decentral-
isation, immediacy and interoperability of the DeFi system are likely to strengthen its
position as a key element of the global financial market (Roukny, 2022, pp. 14-16).

Looking ahead, one might conclude that regardless of the extent of control over
the financial market, the most powerful tool for controlling our reality will be the
rules governing it, whether created by the EU or by DeFi code. In combination with
Al, these rules will effectively eliminate the possibility of opting out of digital tech-
nology. This will be the case even if the law does not formally impose an obligation
to use these technologies. Individuals will be faced with the choice of either ‘taking
advantage’ of technological coercion or facing financial exclusion. This will be facili-
tated by Lessig’s four modalities combined: law (which encourages technological de-
velopment), the market (which offers no alternative), social norms (which enforce
compliance with the majority’s rules) and code (which links all the modalities and is
the key tool in creating our contemporary brave new world).
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Conclusions

Looking to the future, it is clear that the 21st century will be remembered as a
pivotal era in human history. This will largely be due to the technological revolution
and the creation of Al. Al would not have been possible without the power of the
human mind, whose creativity and abilities will lead to further inventions, which,
if used wisely, should facilitate further progress. Hopefully, this will also be the case
with Al a tool with enormous potential that nevertheless raises many questions
about its future evolution. Just as humans were present at the birth of Al, they should
assist in its development, providing guidance and imposing limitations where neces-
sary. After all, humans are curious beings who ask questions about life and the times
in which they live; they are both aware and doubtful. AI, on the other hand, is merely
a tool — albeit a powerful one - lacking inner awareness and the ability to reflect on
existential questions.

Therefore discussions on the development of Al should emphasise the impor-
tance of human involvement in shaping the relationship between technology and
traditional values, as outlined by Huxley with his Savage Reservation. It is these re-
lationships that have enabled humanity to develop technology and reach the pres-
ent day. Is the right to live offline as real as the right to freedom of speech? Or has it
become more of a fiction? Do we still have the right not to use digital technologies,
and is this right protected by law and other regulatory measures? Or has it already be-
come an anachronism in the digital dogma of modernity? The answers to the last two
questions are not optimistic for those who see freedom from digitalisation as a fun-
damental human right (Jéozwicki & Szoszkiewicz, 2025). The analysis conducted in
this study concludes that while certain guarantees remain in place in theory, they are
gradually being marginalised in practice, and in some areas are becoming illusory.
The possibility of opting out of digitisation processes is increasingly purely declar-
ative, and economic, regulatory and social pressures mean that the right to digital
opt-out ceases to function in reality. After all, it seems that financial markets and the
regulations that govern them enforce the use of digital tools. Rather than neutralising
digital compulsion, many EU regulations actually strengthen it.

However, this does not mean that we should stop debating the need for techni-
cal alternatives that would allow consumers to retain the option of non-algorithmic
decision-making on important matters in their lives (i.e. decisions made by a human
being, not a code). We should also consider introducing a right to digital opt-out
and including an impact assessment mechanism in the lawmaking process to analyse
the use of digital technologies. To many reading these words, this proposal probably
seems like science fiction. Perhaps. However, we must also remember that the law
should be fair; at its core, it should be based on an axiological system. Although this
view may be considered revolutionary in modern times, we should remember that
the purpose of law is to protect and develop humanity, not to destroy or subjugate it.
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