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Generative AI in International Trade Law:

Navigating Opportunities and Challenges

Abstract: Th e subject of this article is an analysis of the impact of generative AI (GenAI) on interna-

tional trade law, from the perspective of both the threats and the opportunities of integrating GenAI 

into international trade. It addresses topics including intellectual property law, international trade law 

principles, information security, trade negotiations, contracts, competition, liability and AI ethics. Th e 

authors employ a holistic approach, examining numerous applications of GenAI in international trade. 

Th ey conclude with how the international legal framework for GenAI may help people navigate challen-

ges and seize opportunities to benefi t international trade.

Keywords: generative artifi cial intelligence, international trade law, intellectual property law, AI regula-
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Introduction

Trade law has, historically, adapted to technological breakthroughs, dating back 

to steam power, then electricity and fi nally digital evolution. Each time, the context 

in which the law functioned determined the legal norms. For example, the rise of the 

steam-powered railway industry in the 19th century prompted legal acts such as the 

USA Interstate Commerce Act of 1887 (Congress of the United States of America, 
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1887) to safeguard public interests from abuses of private companies’ dominant posi-

tion (Dempsey, 2012). Now, the AI age is not only prompting discussions on how to 

regulate the possibilities of this growing technology before it becomes too dangerous, 

but also on how lawyers and other stakeholders in international trade can and should 

use it (Anwansedo et al., 2024; Bar, 2024).

Generative AI (GenAI), understood as AI able to generate new content like text, 

images, audio and video, already supports various legal and non-legal processes, from 

draft ing contracts, through managing documents, to optimizing supply chains and 

decision-making. Even before the ChatGPT era, the ideas about the regulation of AI 

systems were focused around principles such as transparency, explainability, accounta-

bility, safety, privacy and security (Bar, 2025, pp. 25–108; Peng et al., 2021, p. 21). With 

the popularization of GenAI systems, values like fairness, inclusiveness, the promotion 

of human values or even human control of technology have started to refl ect the needs 

that might be neglected in the case of uncontrolled development of such systems.

Existing frameworks, such as the Agreement on Trade-Related Aspects of In-

tellectual Property Rights (TRIPS) (WTO, 2017b), accepted almost worldwide, have 

been analysed as to whether and to what extent they apply to AI-generated content 

(Th ankGod, 2023, p. 8). Laws and international agreements prepared in the AI age, 

such as the Council of Europe Framework Convention on Artifi cial Intelligence and 

Human Rights, Democracy and the Rule of Law, oft en already take it into account 

(Babikov et al., 2024; Council of Europe, 2024a). It should be remembered, however, 

that this Convention has not yet entered into force (Council of Europe, 2024b).

Th e needs for regulation come from diff erent stakeholders. Developed coun-

tries, for example, tend to standardize cross-border practices, with one of the most 

illustrative examples being the GDPR and other EU acts that require following EU 

standards even outside the Union, including when sharing data outside the European 

Economic Area. Focus on data protection and information security indicates specifi c 

needs or preoccupations, such as cyberthreats and the need for uniform protection 

against them. On the other hand, freedom of expression and information needs a sys-

tem of checks and balances, with the risks both to society and to individuals, such as 

misinformation, hallucinations (AI providing incorrect, wrongly generated informa-

tion) and deepfakes (which not only allow someone to be harassed, but provide more 

opportunities for cybercriminals, including identity theft  and phishing attempts).

In this paper, we provide suggestions about how to strike a fair balance between 

the risks and the opportunities posed and brought by GenAI to international trade. 

Th ere are numerous potential risks and mistakes in either underregulating, overreg-

ulating or wrongly regulating the use of GenAI and its outcomes. While many see 

the integration of AI into global trade as an opportunity to enhance effi  ciency, man-

age costs and streamline the supply chain (Igbinenikaro & Adewusi, 2024a), others 

point out an intrinsic ambiguity when law that does not directly address AI is inter-

preted (Igbinenikaro & Adewusi, 2024b, pp. 492–493). While many states and inter-
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national organizations, including the European Union, try to regulate specifi c aspects 

of AI, including data fl ows, data privacy and classifi cation of GenAI outputs (Th ank-

God, 2023, p. 10), according to a World Economic Forum White Paper (Ahmed et al., 

2024, p. 3), too many uncoordinated eff orts ‘have led to fragmented and divergent re-

quirements that are likely to create cross-border trade frictions and undermine gov-

ernmental objectives, creating barriers to the use’ of GenAI.

1. Generative AI-related principles

Th e coming of the AI age is the right time to re-examine the foundational prin-

ciples of international trade law – not to revolutionize them, but to make sure their 

content and application remains both up to date and future-proof. For instance, the 

transparency principle enshrined in Article III of the General Agreement on Trade 

in Services (GATS) (WTO, 2017a), requiring Member States to publish ‘all relevant 

measures of general application which pertain to or aff ect the operation of this Agree-

ment’, while leaving room for the initiative of proactive Member States, might not be 

enough to serve as a legal requirement to be transparent on the application of GenAI 

in the context of international trade.

From the perspective of a principle of non-discrimination, we might ask questions 

about the democratization of access to GenAI tools, which are oft en seen to have re-

gional restrictions (for example due to AI or privacy law conditions, where higher re-

quirements usually mean less available tools or functions). Other international trade 

law principles (like fairness, reciprocity, good faith, equity and proportionality) may 

also be interpreted as applicable, at least partially, to autonomous GenAI systems, the 

entities providing or distributing them, their users and the content they generate.

If we assume that certain advanced GenAI tools in the hands of one subject of 

international law might create imbalances or unfair advantage against another, a new 

question arises as to how law can even address this issue and to what extent it is possi-

ble to introduce new legal norms and agreements designed to promote equal chances, 

or at least reciprocity. Th e above-mentioned Council of Europe Framework Conven-

tion, the Organisation for Economic Co-operation and Development’s AI Principles 

(OECD, 2024), the United Nations Educational, Scientifi c and Cultural Organiza-

tion’s Recommendation on the Ethics of Artifi cial Intelligence (UNESCO, 2021), 

as well as the G7 International Guiding Principles on Artifi cial Intelligence and on 

a Code of Conduct for AI Developers (European Commission, 2023a, 2023b, 2023c) 

and the G20 AI Principles (Ministry of Foreign Aff airs of Japan, 2019), provide diff er-

ent principles for diff erent actors. To synthesize them, we observe that the fulfi lment 

of these principles would require them to be applicable to states, other subjects of in-
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ternational law, AI developers and deployers, and other stakeholders, as well as busi-

nesses and other trade actors.1

According to the above-cited frameworks, states should promote responsible 

AI development, including through legislative and policy frameworks. Both the pro-

posed and already agreed principles typically adopt a risk-based approach, requir-

ing the pre-analysis of various AI threats (typically to human rights and the rule of 

law) and going through mitigation, monitoring and continuous improvement phases 

as a standard that should be domestically enforced in state parties to such commit-

ments.2 Governments are also encouraged to promote fair competition and non-dis-

crimination in AI practices, including through entering into international trade 

agreements as appropriate.

Th e principle of transparency would require a clear statement of the logic on 

which the AI system functions. In a broad understanding (especially referring to ei-

ther high-risk or high-transparency environments, such as the functioning of impor-

tant state processes), that would also include disclosing the sources of data on which 

the AI system has been trained, as well as the process of how it takes decisions or de-

velops outputs.3 What seems to have the most support is the requirement to disclose 

that given content is AI-generated – not only post factum, but also in the case of tools 

or functions where it is not clear if AI is involved (e.g. support chats, helplines, etc.). 

Th at would allow recipients not only to be aware of AI involvement, but also to ask 

questions and make their own verifi cations and checks so as not to be misled by oft en 

experimental models.

On one side we have free information fl ows, and on the other data protection 

and security requirements. Th is is particularly visible in the context of international 

data transfers and the notion of information sovereignty, particularly important to 

jurisdictions with a high level of privacy regulations. Th is is another challenge for 

international law, as data protection laws vary widely across diff erent states, with the 

EU sometimes being perceived as overregulating, which might thwart innovation 

(Nizza, in press, pp. 19–20). In addition, the existing guidance already suggests the 

potential to go deeper and require alignment with human rights and sustainability 

goals, supporting rather than replacing human decision-making.4

GenAI-supported decision-making in the context of international trade law is 

not limited to aspects of fi nancial fairness, including the prohibition of anti-compet-

1 Th e principles in their current shape would still be too vague to bring harmonization, similarly to 

human rights law, as described by Karska (2019, pp. 56–57).

2 On the challenges of enforcing the liability of multinational corporations, see for example the 

considerations by Karska & Karski (2021, pp. 429–430).

3 On logic disclosure and transparency in the context of employment, see for example Méndez 

& Kurzynoga (2023, p. 209).

4 On threats to human rights from transnational corporations, see for example Karska (2022, 

pp. 248–249).
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itive practices (e.g. unfair pricing or digital monopolies). Considerations of trans-

parency in the supply chain, for example, would go further here, and where relevant 

might require ensuring the traceability of goods to enable verifi cations of ethical 

sourcing. Similarly, considerations of customs and logistics, even if limited in the 

context of digital products or services, would also entail questions about addressing 

potential trade barriers and the fair treatment of all traders or service providers. We 

thus conclude that following international trade law in good faith would contribute 

not just to a good level of compliance in GenAI usage in the context of decision-mak-

ing, but also to the fair development of international trade.

2. Imbalances and unfair advantages and how to address them

As illustrated by the 2025 US tariff s crisis, international trade development is de-

cided by the policies of subjects of international law, which are followed by international 

law to make them dependent upon a binding and clear framework. Th e same applies to 

GenAI, where international trade law, irrespective of its source, might help prevent new 

challenges and address existing ones, such as imbalances or unfair advantages. In this 

respect, among the sources of imbalances, the priorities to address would be:

 – the technical advantages of some international law subjects. Th e most AI-ad-

vanced economies might be able to invest and gain competitive advantage 

thanks to the benefi ts of new technologies to economy and trade, such as pro-

cess automation and optimization, increases in productivity or quality, and 

increases in cost effi  ciency.

 – the infrastructural capacity of some international law subjects, such as fast in-

ternet access, effi  cient devices and data centres. Th ese might allow AI-driven 

economies to advance faster, both spreading AI adoption among its public 

and facilitating more ambitious and customised implementation projects.

 – HR and implementation costs. Highly qualifi ed human resources in developed 

countries are better prepared to implement GenAI, which, along with bigger 

investment potential in the case of fully fl edged implementation projects or the 

development of so-called middleware or other non-publicly available GenAI 

models or agents, becomes limited to those who can aff ord it – increasing their 

relative ability to innovate and adapt (Ahmed et al., 2024, p. 9).

All of the above may deepen imbalances with less AI-advanced economies, if 

they do not adopt similar solutions. It might not be possible to completely fi x these 

challenges just through legal norms, as investing in education, training and widely 

available GenAI tools would require directed policies and agreements (at any level), 

where AI access would be treated as a common good and a revolution serving every-

one, rather than just a tool for gaining competitive advantage. Since for many, these 

might be two extremes, balancing them might end up focusing on providing every 
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subject of international law with a fair, equal framework to compete in – and that 

might be started with a uniform set of principles about AI usage and development.

International organizations such as the World Trade Organization (WTO) may 

play a pivotal role in advocating policies that help sustainable and equitable techno-

logical advancement among its Member States. Th e quantifi able results of these af-

fi rmative initiatives would cover:

 – the establishment of local technology ecosystems, such as incubators and 

technology parks, to support local innovation and engagement in GenAI.

 – the modifi cation of trade policies to safeguard local markets from inequitable 

competition from AI-advanced nations – at least giving them more time to 

adapt and develop resilience.

 – the promotion of open standards and interoperability aimed at assisting 

AI-developing countries – including by facilitating access to open technolo-

gies and infrastructure.

3. Stakeholder analysis and risk–benefi t mapping

Implementing GenAI in a way where threats are minimized and opportunities 

seized requires the cooperation of stakeholders both from the international commu-

nity and domestic actors. Intergovernmental organizations, non-governmental or-

ganizations, states, technology fi rms, businesses and even end users all have their 

role to play in shaping not only how GenAI is designed and implemented, but also 

how and for what purposes its outputs are used. International organizations like the 

Asia-Pacifi c Economic Cooperation point out the need to harmonize regulatory 

frameworks (Igbinenikaro & Adewusi, 2024a, p. 5). However, an interesting point 

made by Chander (2021, p. 118) is that ‘AI might be designed for diff erent environ-

ments, nurtured on data from polities that might behave diff erently. Th is is a form of 

the well-known problem that AI trained on, say, a largely white (and male) popula-

tion, might perform poorly with respect to other populations.’ Th us defi ning who is 

the stakeholder is not as obvious as it seems, as anyone not included or not appreci-

ated enough might fi nd some biased examples.

Th e harmonized standards, whatever their shape, should then address the vul-

nerabilities and risks to values common to all stakeholders and, foremostly, the pub-

lic policy objectives.5 Only from this perspective is a precise enough risk–benefi t 

mapping possible, while still subject to cooperation between multiple interest groups. 

5 However, AI regulation or standards would always be limited by the unpredictable nature of interna-

tional relations, including open or indirect but intentional non-compliance with international legal 

standards, including in hybrid war and confl ict and competition strategies, such as engineered mi-

gration. For more on such situations, see for example Kużelewska & Piekutowska (2023).
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Ultimately, it is the balancing of regulation with legitimate public policy objectives, 

such as protecting stakeholders against threats to their rights and freedoms, that has 

been notifi ed by various countries to the WTO’s Technical Barriers to Trade Com-

mittee (Fonseca Azevedo, 2024, p. 2).

4. Ethical dimensions and legal dilemmas

Ethical questions about the application of GenAI to international trade not only re-

volve around biases or discriminatory or dangerous decision-making; more frequently, 

legal issues will refer to security and intellectual property, including voices about the 

privileges of technology-owning fi rms that impede innovation and knowledge distri-

bution (Jones, 2023, p. 6). Th e World Economic Forum White Paper (Ahmed et al., 

2024, p. 3) highlights mistrust due to misinformation as another signifi cant risk.

Th e legal dilemma arising from the ethical questions is to what extent AI should 

be regulated to avoid allegations of overregulation bias, including indirectly requir-

ing AI to actually pursue partisan or ideological agendas dressed up as values com-

mon to everyone.6 Ching-Fu Lin (2021, p. 243) states openly that ‘[a]lgorithms are 

not objective. Rather, they carry the existing biases and discriminations against mi-

nority groups in human society.’7 Th is perspective, although not optimistic, might 

highlight the conclusion that no matter how advanced AI becomes, legal dilemmas 

will never be answered with one perfect legal framework, but rather with a set of 

checks and balances, including balances against overregulation itself.8

5. GenAI in trade negotiations and contracts

GenAI provides a great amount of value to the conclusion of negotiations and the 

performance of contract in international trade, such as automated draft ing, predictive 

analytics, translations and even smart contracts, with terms directly embedded in the 

code (Köksal & Sarel, in press, pp. 101–153). Implementing GenAI further to manage 

contracts might reduce errors, speed up draft ing and highlight potential risks, disputes 

or inconsistencies to address or negotiate. Even misunderstandings as to the interpreta-

tion of contracts may be addressed more effi  ciently with the help of GenAI.

6 On the challenges of reaching an international consensus on adopting binding instruments, see 

for example Karska (2021, p. 483).

7 See also Kleinberg et al. (2018).

8 Th is applies not only to the topic of this article, but in any context where AI might be used to assist 

with, or even directly apply, law. On the question of who (machine or human) is the judge deter-

mining what is lawful and unlawful, see the chapter by Meyer et al. (2020). See also in this context 

interesting articles by Kowalski (2024) and Kamiński (2024).
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At least two viewpoints regarding the function of GenAI in trade talks and con-

tracts exist. First, in phases where contracts are draft ed and concluded, GenAI can 

both automate and enhance quality at every stage (both conceptually and in nego-

tiations), among other things by draft ing, managing, monitoring and updating con-

tracts, including adjusting them to the needs and interests of all stakeholders. Th at 

might be subject primarily to the GenAI-related principles discussed above.

Another perspective is GenAI-driven trade, where GenAI tools would be pres-

ent not as a means to manage contracts, but as a subject matter of or context to those 

contracts. If the use of GenAI might apply or aff ect the performance of the contract 

in any way, it might be worth not only incorporating or transposing specifi c Ge-

nAI-related principles, in the form of obligations between parties, but also covering 

indemnifi cation clauses, liability allocation or even insurance policy requirements to 

address risks related to GenAI-driven trade (Igbinenikaro & Adewusi, 2024b, p. 497). 

Th at being said, regulation and liability allocation should make GenAI-driven trade 

even more effi  cient, allowing for its ordered use within the legal relationship.

6. Intellectual property and creative outputs

GenAI is challenging the longstanding intellectual property (IP) principle of hu-

man authorship (Gaff ar & Albarashdi, 2024, p. 3). Th e human-centred approach of 

international IP law, such as the Berne Convention for the Protection of Literary and 

Artistic Works (WIPO, 1979), may provide the recently popular interpretation that 

only human-created works are subject to IP rights and protections, with questions 

arising about the degree of human contribution to the shape of the fi nal work. Th is 

applies also to patents, as demonstrated in the case of Th aler, who was denied pro-

tection of his inventions, generated by an AI tool, by US and UK copyright offi  ces.9 

Another dimension is the use of IP-protected works to train or otherwise provide Ge-

nAI models with input data. As illustrated by Th omson Reuters v. Ross Intelligence, 

one entity may successfully claim that the use of copyrighted content for that purpose 

might constitute a copyright infringement, rather than amounting to fair use (United 

States District Court for the District of Delaware, 2025).

However, irrespective of these standards, international trade will experience even 

more AI-generated content.10 Most trade relations do not involve copyright transfers, 

and even if they do, detecting and proving violations might not always be straightfor-

9 See the judgment of Th aler v. Perlmutter (United States Court of Appeals for the District of Co-

lumbia Circuit, 2025).

10 Hence discussion on the protection of such content is inevitable. Perhaps one day, extremely cre-

ative and individualized AI might even be recognized as somehow unique, though recognition of 

the rights of AI subjects, similar to artifi cially created companies, is unlikely. See Karski & Ziem-

blicki (2021, p. 512).
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ward. While some scholars suggest the updating of the notion of authorship as being 

a signifi cant challenge for policymakers and judicial systems (Gaff ar & Albarashdi, 

2024, p. 2), we believe that the minimum standard in any international trade relations 

is transparency and good faith, meaning that GenAI must not be used as an unfair 

advantage or a tool to violate the purpose of contracts and laws in a more sophisti-

cated way. Where dispute resolution or human intervention plays a role, the parties to 

international trade relations might choose to use only those GenAI tools that provide 

functionalities and evidence suffi  cient to implement the agreed standards.11

7. Market regulation and data fl ows

Next to the above-mentioned need to balance information security and the data 

protection requirements of certain jurisdictions with the need for a free fl ow of infor-

mation, oft en necessary to even use some of the GenAI tools available in the market 

(Khan, 2024, p. 107), the use of GenAI might also be signifi cant to the application of 

other regulations. For example, controlling innovative tools and huge datasets might 

bring certain subjects into dominant positions, potentially heading towards monop-

olization and anti-competitive practices. Diff erences in regulations and the depth of 

regional AI standards might further complicate these issues, resulting in a fragmen-

tation of the regulatory landscape, which is detrimental to global trade.

As Mariarosaria Comunale and Andrea Manera (2024, p. 46) found in their re-

view of the academic literature and policy actions on AI in the economic context, the 

challenges can be summarized in three takeaways: (1) ‘AI eff ects are uncertain’, (2) 

‘policy and research are partly disconnected’ (literature focuses on employment and 

productivity,12 policies are about ethics, bias and security), with regulators avoiding 

addressing economic issues, and (3) regulations have a lot of diff erences and ‘face 

diffi  cult trade-off s’. Foremostly, the right angle, meaning understanding the perspec-

tives, needs and interests of all stakeholders, is a necessary condition to strike a fair 

balance between competing values, both adopting the right international trade poli-

cies and regulating AI usage in a way to benefi t everyone, rather than impeding pro-

gress or providing unnecessary barriers.

Conclusion

In conclusion, tackling the issues discussed throughout this paper with legal 

fl exibility is essential to navigate the opportunities and challenges of GenAI. Our key 

takeaways on what needs addressing are:

11 See Gienas (2024).

12 See for example Baran (2024).
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 – regulatory fragmentation, resulting in overregulation and barriers rather than 

signifi cantly impacting GenAI use in trade globally (Ahmed et al., 2024, p. 6).13

 – data privacy and security, including the fact that as of today, most GenAI tool 

providers do not provide security guarantees, or provide only limited ones 

(e.g. to business accounts), including not using data input by users for its own 

purposes without their active consent.

 – ethical and bias-related matters, revolving around the principles of fairness, 

transparency and non-discrimination (all stakeholders may play both posi-

tive and negative roles in applying and executing these).

 – IP concerns (both the ownership and other legal safeguards of AI-generated 

content), as well as the protection of human-made copyrighted works against 

unregulated and nearly undetectable infringements through AI.14

 – economic disparities, as advanced GenAI can contribute to imbalances and 

unfair advantages in international trade, with regulators and states reluctant 

to address the economic perspective.

Regulatory pathways that could help balance the competing interests should be 

a mix of international cooperation and harmonization eff orts (Shaff er, 2021, p. 45), a 

risk-based approach and specifi c standards designed to safeguard transparency and 

accountability, as well as supporting ethical guidelines, certifi cation mechanisms and 

capacity-building, to not just regulate but provide meaningful impact, and moving Ge-

nAI development in a fair and right direction that is benefi cial to international trade.

REFERENCES

Ahmed, U., Naas, P., Evenett, S. J., & Kugler, K. (2024). ChatWTO: An analysis of generative artifi cial 

intelligence and international trade  [White paper]. World Economic Forum – Global Future 

Council on International Trade and Investment.

Anwansedo, F., Gbadebo, A. D., & Akinwande, O. T. (2024). Exploring the role of AI-enhanced online 

marketplaces in facilitating economic growth: An impact analysis on trade relations between 

the United States and sub-Saharan Africa. Revista de Gestão Social e Ambiental, 18(6), 1–15. 

DOI:10.24857/rgsa.v18n6–139

Babikov, O., Fedorenko, I., Omelchenko, O., Lyseiuk, A., & Panova, O. (2024). Th e observance of human 

rights and freedoms during the covert obtaining of information in criminal proceedings. Białos-

tockie Studia Prawnicze, 29(4), 197–215. DOI:10.15290/bsp.2024.29.04.12

Bar, A. (2024). Identyfi kacja pochodzenia i znakowanie treści syntetycznych a problem ochrony prawn-

oautorskiej wytworów powstających z wykorzystaniem sztucznej inteligencji. Zeszyty Naukowe 

Uniwersytetu Jagiellońskiego. Prace z Prawa Własności Intelektualnej, 3(165), 56–80.

13 See also remarks on soft  law limitations by Karska & Karski (2023, p. 544).

14 Including diff erent approaches in IP law, as illustrated in an article focused on ChatGPT consider-

ations in EU law by Markiewicz (2023, p. 166).



177

Generative AI in International Trade Law: Navigating Opportunities and Challenges

Bialystok Legal Studies 2025 vol. 30 no. 3
Białostockie Studia Prawnicze

Bar, A.  (2025). Obrazy generowane z wykorzystaniem sztucznej inteligencji. Status prawnoautorski. 

Wolters Kluwer.

Baran, K. (2024). Th e right of trade unions to information in the era of the fourth and fi ft h industrial 

revolutions. Białostockie Studia Prawnicze, 29(2), 29–38. DOI:10.15290/bsp.2024.29.02.03

Chander, A. (2021). Artifi cial intelligence and trade. In M. Burri (Ed.), Big data and global trade law 

(pp. 115–127). Cambridge University Press. DOI:10.1017/9781108919234.008

Comunale, M., & Manera, A. (2024). Th e economic impacts and the regulation of AI: a review of the ac-

ademic literature and policy actions [Working paper no. 24/65]. International Monetary Fund.

Congress of the United States of America. (1887). Interstate commerce act. Th e National Ar-

chives and Records Administration. https://www.archives.gov/milestone-documents/

interstate-commerce-act

Council of Europe. (2024a). Council of Europe Framework Convention on Artifi cial Intelligence and 

Human Rights, Democracy and the Rule of Law, CETS no. 225, 17 May 2024. https://www.ref-

world.org/legal/agreements/coeministers/2024/en/148016

Council of Europe. (2024b). Treaty Offi  ce: Chart of Signatures and Ratifi cations of Treaty 225: Coun-

cil of Europe Framework Convention on Artifi cial Intelligence and Human Rights, De-

mocracy and the Rule of Law: CETS no. 225. https://www.coe.int/en/web/conventions/

full-list?module=signatures-by-treaty&treatynum=225

Dempsey, P. S. (2012). Th e rise and fall of the interstate commerce commission: Th e tortuous path from 

regulation to deregulation of America’s infrastructure. Marquette Law Review, 95(4), 1151–1189.

European Commission. (2023a, 30 October). Commission welcomes G7 leaders’ agreement on guiding 

principles and a code of conduct on artifi cial intelligence [Press release]. https://ec.europa.eu/

commission/presscorner/detail/en/ip_23_5379

European Commission. (2023b, 30 October). Hiroshima Process international guiding principles for ad-

vanced AI systems [Policy and legislation]. https://digital-strategy.ec.europa.eu/en/library/

hiroshima-process-international-guiding-principles-advanced-ai-system

European Commission. (2023c, 30 October). Hiroshima Process international code of conduct for ad-

vanced AI systems [Policy and legislation]. https://digital-strategy.ec.europa.eu/en/library/

hiroshima-process-international-code-conduct-advanced-ai-systems

Fonseca Azevedo, M. da (2024). Navigating the AI frontier in international trade law [Working paper se-

ries no. 4/2024]. World Trade Institute.

Gaff ar, H., & Albarashdi, S.  (2024). Copyright protection for AI-generated works: Exploring origi-

nality and ownership in a digital landscape. Asian Journal of International Law, 15, 23–46. 

DOI:10.1017/S2044251323000735

Gienas, K. (2024). Trenowanie AI a prawo autorskie. Zeszyty Naukowe Uniwersytetu Jagiellońskiego. 

Prace z Prawa Własności Intelektualnej, 3(165), 5–55.

Igbinenikaro, E., & Adewusi, A. O. (2024a). Policy recommendations for integrating artifi cial intelli-

gence into global trade agreements. International Journal of Engineering Research Updates, 6(1), 

1–10. DOI:10.53430/ijeru.2024.6.1.0022

Igbinenikaro, E., & Adewusi, A. O. (2024b). Navigating the legal complexities of artifi cial intelligence in 

global trade agreements. International Journal of Applied Research in Social Sciences, 6(4), 488–

505. DOI:10.51594/ijarss.v6i4.987



178

Karol Karski, Paweł Mielniczek

Bialystok Legal Studies 2025 vol. 30 no. 3
Białostockie Studia Prawnicze

Jones, E. (2023). Digital disruption: Artifi cial intelligence and international trade policy. Oxford Review 

of Economic Policy, 39, 70–84. DOI:10.1093/oxrep/grac049

Judgment of the United States Court of Appeals for the District of Columbia Circuit of 18 March 2025 

on the case of Th aler v. Perlmutter, 687 F. Supp. 3d 140 (D. D. C. 2023). https://media.cadc.us-

courts.gov/opinions/docs/2025/03/23–5233.pdf

Judgment of the United States District Court for the District of Delaware of 11 February 2025 on the case 

of Th omson Reuters Enterprise Centre GmbH et al. v. Ross Intelligence Inc, no. 1:20-cv-00613-SB. 

https://www.ded.uscourts.gov/sites/ded/fi les/opinions/20–613_5.pdf

Kamiński, M. (2024). Podmiot kompetencji administracyjnej w zautomatyzowanych procesach stoso-

wania prawa na tle problematyki legitymacji prawno-demokratycznej delegowania kompetencji 

na systemy sztucznej inteligencji i odpowiedzialności prawnej za ich działania lub zaniechania. 

Prawo i Więź, 53(6), 239–263. DOI:10.36128/PRIW.VI53.1102

Karska, E. (2019). Nowe tendencje w międzynarodowym prawie ochrony praw człowieka jako odpow-

iedź na zmiany. In A.  Tarwacka (Ed.), Tempora Mutantur Cum Legibus. Księga Jubileuszowa 

z okazji 20-lecia Wydziału Prawa i Administracji Uniwersytetu Kardynała Stefana Wyszyńskiego 

w Warszawie (pp. 48–58). Wolters Kluwer.

Karska, E. (2021). Draft ing an international legally binding instrument on business and human rights: 

Th e next step towards strengthening the protection of human rights. International Community 

Law Review, 23(5), 466–485. DOI:10.1163/18719732–23050004

Karska, E.  (2022). Biznes i prawa człowieka – perspektywa Europy Środkowo-Wschodniej. In 

E. Cała-Wacinkiewicz, J. Menkes, J. Nowakowska-Małusecka, & W. S. Staszewski (Eds.), Sto-

sunki sąsiedzkie w świetle prawa międzynarodowego (pp. 241–253). C. H. Beck.

Karska, E., & Karski, K. (2021). Special issue editorial. Business and human rights: Legal aspects. Inter-

national Community Law Review, 23(5), 427–432. DOI:10.1163/18719732–23050001

Karska, E., & Karski, K.  (2023). Current challenges of international and European human rights 

law: Introductory remarks. International Community Law Review, 25(6), 539–545. 

DOI:10.1163/18719732-bja10112

Karski, K., & Ziemblicki, B.  (2021). Commercial companies as applicants before the Euro-

pean Court of Human Rights. International Community Law Review, 23(5), 503–525. 

DOI:10.1163/18719732–23050006

Khan, A. (2024). Th e intersection of artifi cial intelligence and international trade laws: Challenges and 

opportunities. IIUM Law Journal, 32(1), 104–107. DOI:10.31436/iiumlj.v32i1.912

Kleinberg, J., Ludwig, J., Mullainathan, S., & Sunstein, C. R. (2018). Discrimination in the age of algo-

rithms. Journal of Legal Analysis, 10, 113–174. DOI:10.1093/jla/laz001

Köksal, B., & Sarel, R. (in press). Th e smart contracts trilemma. University of Illinois Law Review, 1–64. 

DOI:10.2139/ssrn.4689013

Kowalski, M. (2024). Th e impact of artifi cial intelligence on the future functioning of administrative 

courts. Prawo i Więź, 53(6), 173–185. DOI:10.36128/PRIW.VI53.988

Kużelewska, E., & Piekutowska, A. (2023). Belarus’ violation of international obligations in connection 

with artifi cial migration pressure on the Belarus–European Union border. Białostockie Studia 

Prawnicze, 28(1), 39–55. DOI:10.15290/bsp.2023.28.01.03



179

Generative AI in International Trade Law: Navigating Opportunities and Challenges

Bialystok Legal Studies 2025 vol. 30 no. 3
Białostockie Studia Prawnicze

Lin, C.-F (2021). Public morals, trade secrets, and the dilemma of regulating automated driving systems. 

In S.-Y. Peng, C.-F. Lin, & T. Streinz (Eds.), Artifi cial intelligence and international economic law 

(pp. 237–254). Cambridge University Press. DOI:10.1017/9781108954006.013

Markiewicz, R. (2023). ChatGPT i prawo autorskie Unii Europejskiej. Zeszyty Naukowe Uniwersytetu 

Jagiellońskiego. Prace z Prawa Własności Intelektualnej, 2(160), 143–171.

Méndez, M. L., & Kurzynoga, M. (2023). Th e presumption of the employment relationship of platform 

workers as an opportunity to eliminate obstacles arising from competition law in the conclusion 

of a collective agreement: Th e example of Spain. Białostockie Studia Prawnicze, 28(4), 197–216. 

DOI:10.15290/bsp.2023.28.04.12

Meyer, T., Marsden, C., & Brown, I. (2020). Regulating internet content with technology: Analysis of 

policy initiatives relevant to illegal content and disinformation online in the European Union. 

In G. Terzis, D. Kloza, E. Kużelewska, & D. Trottier (Eds.), Disinformation and digital media as a 

challenge for democracy (pp. 309–326). Intersentia.

Ministry of Foreign Aff airs of Japan. (2019). G20 AI principles. https://www.mofa.go.jp/policy/econ-

omy/g20_summit/osaka19/pdf/documents/en/annex_08.pdf

Nizza, U. (in press). What do AIs think about the AI Act? An experimental analysis of the EU approach 

on artifi cial intelligence. European Business Law Review, 36(2), 1–20. DOI:10.2139/ssrn.4976521

Organisation for Economic Co-operation and Development (OECD). (2024). Revised recommendation 

of the Council on Artifi cial Intelligence, adopted on 3 May 2024, C/MIN(2024)16/FINAL. Or-

ganisation for Economic Co-operation and Development https://one.oecd.org/document/C/

MIN(2024)16/FINAL/en/pdf

Peng, S.-Y., Lin, C.-F., & Streinz, T.  (2021). Artifi cial intelligence and international economic 

law: A research and policy agenda. In S.-Y.  Peng, C.-F.  Lin, & T.  Streinz (Eds.), Artifi -

cial intelligence and international economic law (pp. 1–26). Cambridge University Press. 

DOI:10.1017/9781108954006.002

Shaff er, G.  (2021). Trade law in a data-driven economy: Th e need for modesty and resilience. In S.-

Y.  Peng, C.-F.  Lin, & T.  Streinz (Eds.), Artifi cial intelligence and international economic law 

(pp. 29–53). Cambridge University Press. DOI:10.1017/9781108954006.00

Th ankGod, J. C. (2023). Artifi cial intelligence and international trade law: Navigating legal challenges in 

the age of automation. SSRN Electronic Journal. DOI:10.2139/ssrn.4706943

United Nations Educational, Scientifi c and Cultural Organization (UNESCO). (2021, 23 November). 

Recommendation on the ethics of artifi cial intelligence, adopted on 23 November 2021. https://un-

esdoc.unesco.org/ark:/48223/pf0000381137

World Intellectual Property Organization (WIPO). (1979). Berne Convention for the Protection of Liter-

ary and Artistic Works (as amended on 28 September 1979) (authentic text), TRT/BERNE/001. 

https://www.wipo.int/wipolex/en/text/283698

World Trade Organization (WTO). (2017a). General Agreement on Trade in Services (GATS), Annex 1B. 

https://www.wto.org/english/docs_e/legal_e/gats_e.htm

World Trade Organization (WTO). (2017b). Agreement on Trade-Related Aspects of Intellectual Prop-

erty Rights (TRIPS) (as amended on 23 January 2017). Annex 1C. https://www.wto.org/english/

docs_e/legal_e/31bis_trips_e.pdf




